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©Photo by Joe Raedle/Getty Images—A vehicle drives through flooded streets caused by a combination of the lunar orbit which caused seasonal high tides and what many believe is the rising sea levels due to climate change on September 30, 2015, in Fort Lauderdale, Florida. South Florida is projected to continue to feel the effects of climate change, and many of the cities have begun programs such as installing pumps or building up sea walls to try and combat the rising oceans.
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ABSTRACT—Stephanie C. Herring, Andrew Hoell, Martin P. Hoerling, James P. Kossin, Carl J. Schreck III, and Peter A. Stott

This fifth edition of explaining extreme events of the previous year (2015) from a climate perspective continues to provide evidence that climate change is altering some extreme event risk. Without exception, all the heat-related events studied in this year’s report were found to have been made more intense or likely due to human-induced climate change, and this was discernible even for those events strongly influenced by the 2015 El Niño. Furthermore, many papers in this year’s report demonstrate that attribution science is capable of separating the effects of natural drivers including the strong 2015 El Niño from the influences of long-term human-induced climate change.

Other event types investigated include cold winters, tropical cyclone activity, extreme sunshine in the United Kingdom, tidal flooding, precipitation, drought, reduced snowpack in the U.S. mountain west, arctic sea ice extent, and wildfires in Alaska. Two studies investigated extreme cold waves and monthly-mean cold conditions over eastern North America during 2015, and find these not to have been symptomatic of human-induced climate change. Instead, they find the cold conditions were caused primarily by internally generated natural variability. One of these studies shows winters are becoming warmer, less variable, with no increase in daily temperature extremes over the eastern United States. Tropical cyclone activity was extreme in 2015 in the western North Pacific (WNP) as measured by accumulated cyclone energy (ACE). In this report, a study finds that human-caused climate change largely increased the odds of this extreme cyclone activity season. The 2015 Alaska fire season burned the second largest number of acres since records began in 1940. Investigators find that human-induced climate change has increased the likelihood of a fire season of this severity.

Confidence in results and ability to quickly do an attribution analysis depend on the “three pillars” of event attribution: the quality of the observational record, the ability of models to simulate the event, and our understanding of the physical processes that drive the event and how they are being impacted by climate change. A result that does not find a role for climate change may be because one or more of these three elements is insufficient to draw a clear conclusion. As these pillars are strengthened for different event types, confidence in the presence and absence of a climate change influence will increase.

This year researchers also link how changes in extreme event risk impact human health and discomfort during heat waves, specifically by looking at the role of climate change on the wet bulb globe temperature during a deadly heat wave in Egypt. This report reflects a growing interest within the attribution community to connect attribution science to societal impacts to inform risk management through “impact attribution.” Many will watch with great interest as this area of research evolves in the coming years.
16. THE DEADLY COMBINATION OF HEAT AND HUMIDITY IN INDIA AND PAKISTAN IN SUMMER 2015

MICHAEL WEHNER, DAITHÍ STONE, HARI KRISHNAN, KRISHNA AchUTA Rao, AND FEDERICO CASTILLO

We find that the deadly heat waves in India and Pakistan in 2015 were exacerbated by anthropogenic climate change. Although the impacts of both events were severe, the events themselves were not connected to each other.

Observations and Impacts. Andhra Pradesh, Telangana, and other southeastern Indian states suffered a deadly heat wave in late May and early June of 2015. Daily high temperatures exceeded 45°C in many places throughout India for several days in a row. In late June and early July, just a few weeks later, Pakistan also suffered from a deadly heat wave with similar daily high temperatures. Although the Pakistani heat wave occurred very soon after the Indian heat wave, they were distinct meteorological events. Ratnam et al. (2016) classify heat waves over India into two types, those that occur over north-central India and those that occur over coastal eastern India. The study finds that the former tend to be associated with anomalous blocking over the North Atlantic Ocean. Heat waves over coastal eastern India were found to be associated with westerly anomalies over the Indian landmass, thereby reducing the land–sea breeze along the coastal regions. Hence the Loo, a strong afternoon overland wind, brought hot and dry conditions to India (Fig. 16.1a). By late June, the Indian monsoon was well developed, curtailing these winds and terminating the heat wave (see www.tropmet.res.in/~lip/Publication/Scientific-Reports/RR-185.pdf). In Pakistan by this time, winds were onshore (Fig. 16.1b), and the unusually hot conditions were also unusually humid. The high numbers of deaths in both events are attributed not only to the weather conditions but also to institutional failures. Hospitals were overwhelmed with patients suffering from heat-related symptoms and at some point had to turn away patients (Salim et al. 2015). It is difficult to be precise about the ultimate number of fatalities associated with these heat waves, but upwards of 2500 excess deaths are estimated to have occurred in the Indian heat wave (Ratnam et al. 2016) and at least 700 alone in the Pakistani megacity of Karachi (Masood et al. 2015) with many more throughout the country.

To further characterize these heat waves, we have analyzed 1973–2015 subdaily (hourly and 3-hourly) temperature and heat index (Steadman 1979a,b) calculated from the HadISD v1.0.4.2015p quality controlled weather station dataset (Dunn et al. 2012). Heat index, one of several methods to measure the combined effect of temperature and humidity on human health, is a bicubic function of both variables intended to fit a model of a fully clothed adult (see Supplemental Material for its definition). Figures 16.1c,d show the daily maximum instantaneous heat index (thick red lines) and the temperature (thick black lines) associated with it during the heat waves in Hyderabad (in the Indian state of Telangana, WMO station number 431280) and Karachi (the largest city in Pakistan, WMO station number 417800). The pentadal averages of these daily maxima are shown with thin lines. Climatological averages over 1974–2014 are shown with horizontal dotted lines for May in Hyderabad and June in Karachi to show the events’ relative severity. In Hyderabad, the daily maximum heat index was about 2°–4°C higher than temperature during the heat wave. In Karachi, this difference was about 7°–12°C, reflecting a much higher relative humidity. The first column of Table 16.1 shows representative values of temperature and heat index during the most severe periods of the 2015 heat waves drawn from Figs. 16.1c,d.

Figures 16.2a,b are scatterplots of relative humidity against temperature at the time of the daily maximum heat index value over the observational record of 1973–2015. Colored dots show the official U.S. NOAA advisory heat index levels of caution, extreme caution, danger, and extreme danger. In such hot climates, the 1974–2014 average daily maxi-
The annual maxima of the pentadal average of the daily maximum heat indices and associated temperatures exhibit increasing trends for both stations (thin red lines in Supplemental Figs. S16.1a,b). To account for this, we use a nonstationary peaks over threshold extreme value methodology (Coles 2001) to fit a generalized Pareto distribution in order to estimate time-dependent return periods for high daily and pentadal values. To incorporate the effect of anthropogenic climate change, we used a time varying estimate of CO₂ (see www.esrl.noaa.gov/gmd/ccgg/trends/) as the covariate in the Pareto distribution using a 95th percentile threshold and a 3-week declustering. Using the event magnitudes in the first column of Table 16.1, we find a strong time dependence of the temperature and heat index return periods (Supplemental Figs. S16.1c,d) for the pentadal values. Very little time dependence in the return periods for the daily values for the Karachi station over the duration of the observational record is found, consistent with the
absence of a significant trend in the extrema of daily maxima for that station (thick lines in Supplemental Fig. S16.2b). Return periods of high temperature and head index in Hyderabad exhibit strong time dependence for both the daily and pentadal values, also consistent with relative magnitude of the trends and variations of Supplemental Fig. S16.1a. The 2015 values of return periods corresponding to estimated event magnitudes are shown in the second numeric column of Table 16.1. Because the \( \text{CO}_2 \) covariate is clearly dependent on human activities, there is a statistically significant relationship between human influence and the heat index. However, because the statistical model does not consider that unforced natural variations may be coincidental with increases in atmospheric \( \text{CO}_2 \), this statistical significance does not necessarily mean that an anthropogenic response has been detected by this analysis alone.

To more rigorously estimate a possible human influence, we utilize simulations drawn from the C20C+ Detection and Attribution Subproject (Folland et al. 2014). Temperature and relative humidity were extracted from the grid points nearest to the Hyderabad and Karachi airport weather stations from two 98-member ensemble simulations of the Community Atmospheric Model (CAM5.1) at a resolution of approximately 100 km (Risser et al. 2016, unpublished manuscript, available online at https://arxiv.org/abs/1606.08908). Simulations from 1996–2015 driven by observed sea surface temperatures and sea ice distributions represent the “world that was,” referred to here as “actual.” A counterfactual “world that might have been” set of simulations represents the climate system had humans not altered the composition of the atmosphere (Folland et al. 2014). In this case, an estimate of the human-induced changes to the sea surface temperature and sea ice distribution obtained from the CMIP5 models is removed from the lower boundary conditions and atmospheric trace gas and aerosol concentrations set to preindustrial values (Stone 2013). Comparison of model grid points to individual weather stations is performed with caution. Hyderabad Airport is located in the countryside well outside of the metropolitan area, and thus should be representative of temperature variations occurring on spatial scales resolved by the climate model. Karachi Airport is, however, located within the metropolitan area, and Karachi itself is a coastal city, so the climate model may not be properly resolving urban and coastal microclimate phenomena that are influencing weather at the airport. However, the pair of ensemble simulations use the same changes in land use and cover, so differences are predominantly a result of changes in atmospheric composition and ocean state rather than in the urban heat island. The model was determined to be fit for purpose by the tests outlined in Angélil et al. (2016a). Angélil et al. 2016b conclude that CAM5.1’s estimates of the

### Table 16.1. Estimates of observed daily maximum heat index and temperature (°C), its return period (years), the corresponding quantile bias corrected return value in simulations of the actual world, and similar simulated quantities of a counterfactual world, human-induced risk ratio and return value changes. Bias corrections of the simulated actual distributions are made at the quantile corresponding to the observed return period. The magnitudes of the quantile bias corrections are the differences between values in the column labeled “Simulated Actual RV” and “Observed Value.”

<table>
<thead>
<tr>
<th></th>
<th>Observed Value (°C)</th>
<th>Observed RP (years)</th>
<th>Simulated Actual RV(°C)</th>
<th>Simulated Counterfactual RP (years)</th>
<th>Simulated Counterfactual RV(°C)</th>
<th>Simulated Risk Ratio</th>
<th>Simulated ∆ RV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heat Index</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyderabad</td>
<td>daily</td>
<td>46.9</td>
<td>1.9</td>
<td>42.5</td>
<td>23.6</td>
<td>12.1</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karachi</td>
<td>daily</td>
<td>53.5</td>
<td>4.0</td>
<td>49.3</td>
<td>31.1</td>
<td>7.7</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hyderabad</td>
<td>daily</td>
<td>44.0</td>
<td>2.7</td>
<td>43.4</td>
<td>9.6</td>
<td>42.5</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karachi</td>
<td>daily</td>
<td>41.9</td>
<td>2.1</td>
<td>43.0</td>
<td>2.7</td>
<td>42.5</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Downloaded from http://journals.ametsoc.org/doi/pdf/10.1175/BAMS-D-16-0145.1 by guest on 18 September 2020.
1-in-1-year and 1-in-10-year anomalous thresholds for hot days over India/Pakistan are all consistent with estimates from current reanalysis products. Figures 16.2c,d show histograms approximating the simulations’ distribution of the pentadal average of the daily maximum heat index for the counterfactual world (blue) and actual world (red) during the month of the two heat waves’ peak intensity and reveal a pronounced shift toward higher values caused by the changes in forcing due to anthropogenic activities. Corresponding histograms for the daily maximum heat index and for both measures of extreme temperature are shown in Supplemental Figs. S16.2. For both locations, the models’ response in extreme temperature is less than in heat index but the profound difference in the daily and pentadal Karachi observational extremes revealed by changes in return period (Supplemental Figs. S16.1c,d) are not readily apparent in the simulations.

Utilizing the quantile bias correction method of Jeon et al. (2015), we estimate the changes in return period for corrected daily and pentadal values of peak temperature and heat index for both heat waves. This is used to define the “risk ratio,” the ratio of the probabilities of reaching the corrected model estimates of the observed event in the factual and counterfactual simulations or, more simply, the inverse of the ratio of the corresponding return periods. Shown in Table 16.1, we find a substantial human increase in the risk ratio of heat index for both the Indian and Pakistani heat waves. The heat index risk ratio is substantially larger for pentadal values than it is for daily values. This is particularly relevant to assessing human-induced changes in the heat wave-related risk.
to human health and mortality, as is it is the long-term exposure to high heat that is most dangerous. Changes in simulated return values corresponding to the estimated observed return time are also shown in the last column of Table 16.1, revealing large human-induced changes in the magnitude of heat waves of a fixed rarity for both cities.

We note that the climate model simulation (not shown) does not exhibit as large a trend in the estimated return periods of temperature and heat index as some of the HadISD observational products. However, the sampling uncertainty of the observations, represented by the error bars in Supplemental Figs. S16.1c,d, is large and the model is not necessarily inconsistent with the observations in this regard. Sampling uncertainty is much lower in the model because of the size of the ensemble dampens the inherent natural variability. In the simulations, the human signal is larger for the heat index than for temperature over both the daily and pentadal extremal measures at both locations (Table 16.1). We also find that for heat index, the human influence is greater on the pentadal scales than on the daily scales but that it is about the same for temperature at both locations. The time dependence of the Karachi observations could also be described this way, although there is essentially no trend in the daily extrema (Supplemental Figs. S16.1b,d). The time dependence of the Hyderabad observations is also similar except for the large change in the daily temperature (Supplemental Figs. S16.1a,c).

Jeon et al. (2015) demonstrated that risk ratio estimates for heat waves could be relatively insensitive to uncertainty in observed event magnitude. Hence, the principal uncertainties in the estimates of risk ratio and return value changes for heat wave occurrence in Table 16.1 stem from the use of a single climate model as well as the single estimate of counterfactual ocean state rather than observational uncertainty.

**Conclusion.** The deadly heat waves of 2015 in India and Pakistan were distinct meteorological events without obvious connection despite the proximity in location and time. We find a substantial human-induced increase (~800% to > 100 000%) in the likelihood of the observed heat indices. Alternatively, we also find a human-induced increase (~2°C) in the heat indices of nonindustrial events of equivalent rarity to that estimated in 2015 (Table 16.1). This anthropogenic influence is found to be higher for pentadal than for daily measures of heat wave severity, with potential implications for human health and mortality because of their dependence on heat wave duration.
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Table 28.1. Summary of Results

<table>
<thead>
<tr>
<th>Event Description</th>
<th>Increase</th>
<th>Decrease</th>
<th>Not Found or Uncertain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heat</strong></td>
<td>Global Temperature (Ch. 2)</td>
<td>Central Equitorial Pacific (Ch. 2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>South India &amp; Sri Lanka (Ch. 2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Central Europe (Ch. 11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Ch. 12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ethiopia and Southern Africa (Ch. 15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>N.W. China (Ch. 19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>W. China (Ch. 20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Japan (Ch. 21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Indonesia (Ch. 22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>S. Australia (Ch. 23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Australia (Ch. 24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cold</strong></td>
<td>Northeastern U.S. (Ch. 7)</td>
<td>Mid-South Atlantic U.S. (Ch. 7)</td>
<td>N. America (Ch. 8)</td>
</tr>
<tr>
<td><strong>Heat &amp; Humidity</strong></td>
<td>Egypt (Ch. 14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>India &amp; Pakistan (Ch. 16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Dryness</strong></td>
<td>Indonesia (Ch. 22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tasmania (Ch. 25)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Heavy Precipitation</strong></td>
<td>China (Ch. 18)</td>
<td>Nigeria (Ch. 13)</td>
<td>India (Ch. 17)</td>
</tr>
<tr>
<td><strong>Sunshine</strong></td>
<td>United Kingdom (Ch. 10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Drought</strong></td>
<td>Canada (Ch. 9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ethiopia and Southern Africa (Ch. 15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tropical Cyclones</strong></td>
<td>Western North Pacific (Ch. 26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Wildfires</strong></td>
<td>Alaska (Ch. 4)</td>
<td>Arctic (Ch. 27)</td>
<td></td>
</tr>
<tr>
<td><strong>Sea Ice Extent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High Tide Floods</strong></td>
<td>Southeastern U.S. (Ch. 6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Snowpack Drought</strong></td>
<td>Washington U.S. (Ch. 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>23</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>
### Table 28.1. Summary of Results

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Method Used</th>
<th>Total Events</th>
</tr>
</thead>
</table>
| **Heat** | Ch. 2: CMIP5 modeling  
Ch. 11: Observations; weather@home modeling  
Ch. 12: HadGEM3-A modeling  
Ch. 15: CMIP5 modeling  
Ch. 19: CMIP5 modeling with ROF; FAR  
Ch. 20: CMIP5 modeling with ROF; FAR  
Ch. 21: MIROC5-AGCM modeling  
Ch. 22: Observations; CMIP5 modeling  
Ch. 23: weather@home modeling; FAR  
Ch. 24: BoM seasonal forecast attribution system and seasonal forecasts | 12 |
| **Cold** | Ch. 7: Observations; CMIP5 modeling  
Ch. 8: AMIP (IFS model) modeling | 3 |
| **Heat & Humidity** | Ch. 14: weather@home modeling  
Ch. 16: Non-stationary EV theory; C20C+ Attribution Subproject | 2 |
| **Dryness** | Ch. 22: Observations; CMIP5 modeling  
Ch. 25: Observations; Modeling with CMIP5 and weather@home | 2 |
| **Heavy Precipitation** | Ch. 13: Observations; Modeling with CAM5.1 and MIROC5  
Ch. 17: Observations; Modeling with weather@home, EC-Earth and CMIP5  
Ch. 18: HadGEM3-A-N216 modeling; FAR | 3 |
| **Sunshine** | Ch. 10: Hadley Centre event attribution system built on the high-resolution version of HadGEM3-A | 1 |
| **Drought** | Ch. 9: Observations; CMIP5 modeling; Trend and FAR analyses  
Ch. 15: CMIP5 modeling, land surface model simulations, and statistical analyses | 2 |
| **Tropical Cyclones** | Ch. 26: GFDL FLOR modeling; FAR | 1 |
| **Wildfires** | Ch. 4: WRF-ARW optimized for Alaska with metric of fire risk (BUI) to calculate FAR | 1 |
| **Sea Ice Extent** | Ch. 27: OGCM modeling | 1 |
| **High Tide Floods** | Ch. 6: Tide-gauge data; Time-dependent EV statistical model | 1 |
| **Snowpack Drought** | Ch. 5: Observations; CESM1 modeling | 1 |

**ACRONYMS:**
- AMIP: Atmospheric Model Intercomparison Project
- BoM: Bureau of Meteorology, Australia
- BUI: Buildup Index
- CESM: Community Earth System Model
- CMIP: Coupled Model Intercomparison Project
- FAR: Fraction of Attributable Risk
- EC-EARTH: https://verc.enes.org/
- EV: Extreme Value
- GFDL FLOR: Geophysical Fluid Dynamics Laboratory Forecast version
- GHCN: Global Historical Climatology Network
- IFS: Integrated Forecast System
- MIROC5–AGCM: Model for Interdisciplinary Research on Climate–Atmospheric General Circulation Model
- OGCM: Ocean General Circulation Model
- ROF: Regularized Optimal Fingerprinting
- weather@home: http://www.climateprediction.net/weatherathome
- WRF-ARW: Advanced Research (ARW) version of the Weather Research and Forecasting (WRF) model