Dealing with missing values in large-scale studies: microarray data imputation and beyond
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Abstract

High-throughput biotechnologies, such as gene expression microarrays or mass-spectrometry-based proteomic assays, suffer from frequent missing values due to various experimental reasons. Since the missing data points can hinder downstream analyses, there exists a wide variety of ways in which to deal with missing values in large-scale data sets. Nowadays, it has become routine to estimate (or impute) the missing values prior to the actual data analysis. After nearly a decade since the publication of the first missing value imputation methods for gene expression microarray data, new imputation approaches are still being developed at an increasing rate. However, what is lagging behind is a systematic and objective evaluation of the strengths and weaknesses of the different approaches when faced with different types of data sets and experimental questions. In this review, the present strategies for missing value imputation and the measures for evaluating their performance are described. The imputation methods are first reviewed in the context of gene expression microarray data, since most of the methods have been developed for estimating gene expression levels; then, we turn to other large-scale data sets that also suffer from the problems posed by missing values, together with pointers to possible imputation approaches in these settings. Along with a description of the basic principles behind the different imputation approaches, the review tries to provide practical guidance for the users of high-throughput technologies on how to choose the imputation tool for their data and questions, and some additional research directions for the developers of imputation methodologies.
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INTRODUCTION

The problems posed by missing observations are well established in statistical data analysis literature [1]. The standard statistical methods have been developed to analyse complete data matrices, in which the rows represent cases and the columns are variables measured for each case; however, in many applications, there are entries of the data matrix which are not observed. For instance, variables for some of the cases cannot be measured due to technical problems unrelated to the experimental question (this is called ‘missing completely at random’) because the reason for missingness is totally random), or the measurements are not reliable or obtainable for some particular cases (this is called, somewhat confusingly, ‘missing at random’ because the missing data can be considered a random sample conditional on the other observed characteristics of the cases that determined their missingness). When the number of missing values in a data set is large, it is not reasonable to simply discard such observations or remove the corresponding cases, since this will lose valuable information and can lead to selection bias; instead, the missing values need to be replaced or predicted as accurately as possible before the actual data analysis. Filling missing values with zeros or...
with average values over the cases are far from optimal solutions, and generally lead to serious biases, as they do not take into consideration the correlation structure in the data. Therefore, a number of more sophisticated statistical models and procedures that efficiently use the information captured in the non-missing part of the data set to estimate (or ‘impute’) missing data values have been developed and successfully applied in several data-rich application areas, especially in medical research [2].

In the context of microarray technology, it soon became evident after the first applications to larger-scale gene expression profiling studies [3–5], that it is essential to somehow deal with the frequent missing data points that are inherent to these high-throughput assays. One practical problem is that many standard methods for gene expression data analysis require a complete data matrix as an input. In a sense, missing value imputation can be considered as a cost-effective alternative to repeating all those experiments with missing data points. While the earliest imputation methods were rather straightforward applications of the standard statistical imputation approaches to the microarray data sets, recently more application-specific modifications have been introduced that take advantage of the particular properties of the data being imputed and possibly also exploit other information sources relevant to the imputation task. After nearly a decade since the first applications of imputation methods to gene expression microarray data, it seems that the rate of publications on missing data imputation is not slowing down; on the contrary, the methodologists are developing new and improved methods at an increasing rate (Fig. 1). This is not surprising as the problem provides a rich source of interesting questions for the computational groups entering the field of bioinformatics and computational biology. For the more biologically oriented researchers, the prediction of expression levels from multiple information sources, such as functional annotations, histone acetylation or transcription-factor-binding information, also offers a systematic computational means to investigate the interrelationships among the various data sources, and their contribution to gene expression patterns and dynamics.

Although a number of the imputation algorithms have been made available to the experimental practitioners, and some of them are also easily accessible through software tools, only limited efforts have been devoted to providing the users of the high-throughput platforms with practical guidance on how to choose between the different methods, or how to optimize their performance for a given data set in real applications. From the user’s point of view, rather than introducing incremental improvements to the standard imputation approaches, it would be of utmost importance to first systematically and objectively evaluate the strengths and weaknesses of the existing methods for different data sets, experimental conditions and questions, and only then start developing novel approaches for those settings that are beyond the currently available methods and tools. Therefore, after reviewing the existing imputation methods and their independent evaluation studies in the context of microarray data imputation, we gather some additional considerations and use cases that should be taken into account in the future, when designing more comprehensive evaluation frameworks. Besides helping the researchers to choose the imputation tool for a given data, such a practical evaluation framework should also benefit the developers of new imputation algorithms as a benchmark on which to test their new ideas in an objective and systematic manner. It is believed that there is still room for improvement in the field of missing value imputation, and new approaches are needed especially for non-microarray data sets, including those generated by mass-spectrometry-based proteomics, quantitative protein and genetic interactions screens, as well as by genome-wide association studies.
MISSING VALUE IMPUTATION IN GENE EXPRESSION MICROARRAY DATA

Although gene expression microarray platforms have developed significantly during the past years, the technology is still rather prone to errors, resulting in data sets with compromised accuracy and coverage. In particular, the presence of missing values due to various experimental reasons still remains a frequent problem, especially in complementary DNA (cDNA) microarray experiments. It has been shown in a number of studies that missing values in large-scale microarray data sets can drastically reduce their interpretation and hinder downstream analyses, including the performance of various downstream data analysis methods, such as unsupervised clustering of genes [6, 7], detection of differentially expressed genes [8, 9], supervised classification of clinical samples [10, 11] and construction of gene regulatory networks [12, 13]. To estimate the missing values before entering into such downstream analysis phases, several imputation tools have been developed for gene expression microarray data. In the following, the existing methods are roughly divided into two, partly overlapping categories: generic statistical methods and their application-specific modifications.

Generic statistical methods

The early strategies for imputing missing values in microarray data sets were highly inspired by the classic statistical models and estimation procedures. The aim of these strategies is to model the information captured in the non-missing part of the data set in order to estimate the missing values as accurately as possible. Some of the generally applicable principles for estimating missing data are as follows [1]: (i) ‘mean imputation’ is a simple procedure, in which the missing entries of the data matrix are estimated using the average of the non-missing values of the particular case or variable (row average or column average, respectively); (ii) ‘hot deck imputation’ involves predicting missing values using similar non-missing cases, where the neighbourhood can be defined using a distance function or metric (the so-called nearest-neighbours hot deck); (iii) ‘model-based imputation’ employs a statistical model, typically linear regression, to predict the missing values using the non-missing data of the same case, where the model can be estimated from cases with both observed and missing variables present (e.g. using the expectation–maximization (EM) algorithm [14]); (iv) ‘multiple imputation’ methods estimate more than one value for each missing entry, whereby the downstream methods can be applied to each complete data set individually, and these inferences can then be combined to produce the final result which also reflects the sampling variability due to missing values under the selected sampling scheme (e.g. Markov Chain Monte Carlo sampling); and (v) ‘cold deck imputation’ uses an external source of information, such as data from other similar studies, to estimate the missing values in the present study (compare with meta-analysis methods). Of course, ‘composite methods’ can also be defined that combine ideas from different approaches [1].

Perhaps the first imputation method specifically developed for microarray data was based on the $K$-nearest-neighbours version of the hot deck imputation, named KNN imputation, in which a set of $K$ predictor genes with an expression profile similar to that of the gene with the missing value are first selected using Pearson’s correlation or Euclidean distance, and then a distance-weighted average over the $K$ genes is used as an estimate for the missing value [15]. It was shown that KNN imputation could drastically improve upon the simpler approaches, such as zero imputation or row average, and it has remained a popular option in many applications. Modifications to this generic procedure include, for instance, using a linear or non-linear regression models in place of the weighted average in the estimation step, and Bayesian variable selection or Spearman’s correlation measure in the selection of the most predictive genes for imputation [16–20]. A set of methods based on the least squares principle, named LS imputation, utilizes correlations between both genes and arrays, and then allows combining of these estimates using an adaptive procedure [17]. A local version of the same approach, named LLS imputation, has gained much popularity, perhaps because its implementation also includes a procedure for choosing the neighbourhood size, $K$, automatically from the given data [20]. As an alternative to using directly the observed genes or arrays as predictors, a number of papers have proposed estimating the expression levels by means of singular value decomposition [15, 21], Gaussian mixture models [7] or support vector regression [22]. These global methods typically involve parameters analogous to the neighbourhood size that adjust the complexity of the predictive model. Some methods,
such as BPCA imputation, determine the number of prediction variables, such as the principal axes, automatically [23]. The basic concepts behind some of these methods are summarized in Table 1.

‘Sequential imputation’ refers to an implementation strategy, in which the imputation process is conducted successively in distinct data groups, arranged according to their missing value rate [1]. Several versions of such a strategy have been introduced also in the context of microarray data imputation; they all start the imputation process from the genes with the fewest missing values, and then sequentially utilize the imputed values in the later imputation steps using, for instance, KNN or LLS imputation [24–26]. The sequential approaches can also be coupled with an EM type of estimation [24], multiple imputation [25] or with an automated neighbourhood selection for each target gene separately [26]. ‘Iterative imputation’ is another widely used implementation strategy, which shares similarities with sequential imputation; it is actually an example of the EM algorithm, in which the imputation process starts with trial values substituted for all missing entries, and then the new estimates are iteratively updated on the basis of the current data, until they converge [1]. This strategy has been applied to microarray data imputation using row averages in the initialization step and either LLS or KNN in the iterated estimation steps [27, 28]. The iterated version of the local least squares method, named ILLS, also introduced a variant of the local neighbourhood adjustment, in which all of the genes that are within a distance threshold of the target gene are selected for the imputation [27]. In addition to these single imputation methods, there also exist versions of ‘multiple imputation’ for microarray data, in which several linear regression–based predictions are first calculated, and then an average over these is used as a final estimate for the missing value [24, 29, 30].

**Application-specific modifications**

The second generation of methods for imputing gene expression microarray data were built upon specific properties of the data sets being imputed, such as their quality issues or experimental designs. For instance, in the spotted cDNA arrays, poor-quality spots are often filtered out, either flagged up manually or identified through quality measures. Even though such filtering often constitutes a major reason for missing data, and may even lead to unwanted bias if the filtering process is highly selective in the types of genes affected, the spot quality measures were not explicitly used in the early missing value imputation approaches. At least two studies have addressed this issue; the first one uses posterior probabilities from a Gaussian mixture model to first decide whether imputation is required at all, and then to either impute the poor-quality spots or down-weight their contribution to the downstream analyses [31]. The second study incorporates a continuous spot quality weight directly into the estimation process, thereby allowing good-quality spots to have more impact on the imputation of other spots and to be themselves subject to less imputation than spots of a poorer quality [32]. Outlying observations, such as extreme expression levels, can also have severe effects on the imputation. To make imputation methods more robust against the outliers, one can employ quantile regression in place of the least squares optimization [33], or robust counterparts of the mean and covariance measures [34]. Finally, most of the generic imputation algorithms may not be

<table>
<thead>
<tr>
<th>Imputation model (abbreviated name)</th>
<th>Prediction variables</th>
<th>Estimation method*</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Nearest neighbours (KNN impute)</td>
<td>Matrix rows (genes)</td>
<td>WA</td>
<td>[15]</td>
</tr>
<tr>
<td>Least squares regression (LS impute)</td>
<td>Matrix rows or columns (arrays)</td>
<td>LS</td>
<td>[17]</td>
</tr>
<tr>
<td>Local least squares (LLS impute)</td>
<td>Matrix rows or columns</td>
<td>LS</td>
<td>[20]</td>
</tr>
<tr>
<td>Singular value decomposition (SVD impute)</td>
<td>Singular vectors ('eigengenes')</td>
<td>EM</td>
<td>[15]</td>
</tr>
<tr>
<td>Bayesian principal-component analysis (BPCA)</td>
<td>Principal components</td>
<td>EM</td>
<td>[23]</td>
</tr>
<tr>
<td>Gaussian mixture clustering (GMC impute)</td>
<td>Gaussian components</td>
<td>EM</td>
<td>[7]</td>
</tr>
<tr>
<td>Support vector regression (SVR impute)</td>
<td>Support vectors</td>
<td>QP</td>
<td>[22]</td>
</tr>
</tbody>
</table>

Most of the imputation procedures include at least the following three components: selection of a set of prediction variables to be used in the imputation; estimation of the predictive model; and finally, prediction of the missing values under the estimated model.

*WA, weighted average; LS, least-squares optimization, EM, expectation-maximization algorithm; QP, quadratic programming.
particularly suitable for time-series experiments, especially when a particular time point contains many missing values. Imputation approaches tailored to the specific needs of the longitudinal experimental designs include, for instance, cubic splines [35], hidden Markov models [36], dynamic time warping [37], autoregressive models [38] and impulse models [39].

All of the imputation methods described so far estimate the missing expression values solely on the basis of the expression data. However, it has been postulated that auxiliary sources of information on the genes being imputed could help the estimation, in particular, when the primary expression data are somehow limited. The methods that use external information sources can be considered as versions of cold deck imputation, but they are reviewed in this subsection because such additional information must evidently be application specific to be useful for the imputation process. As far as we know, the first method that illustrated this idea took advantage of gene functional annotation information from gene ontology (GO) as a source of external data; more precisely, GO-based semantic similarity was combined with the expression similarity when selecting the relevant genes for imputation [40]. After the publication of this generic framework, other external information has also been shown to increase the accuracy of traditional methods, typically KNN and LLS, especially when the number of arrays is small or the proportion of missing values is high. A particularly useful source of information for predicting expression levels—as could be expected—originates from gene regulatory mechanisms in the form of, for instance, promoter sequence binding information on transcription factors [41], or histone acetylation state information on chromatin structure [42]. Alternatively, an extensive source of additional data comes from existing microarray studies that have studied similar or related experimental questions. Such meta-data-based methods for missing value imputation can utilize publicly available databases, such as ArrayExpress, Gene Expression Omnibus or Stanford Microarray Database, to improve the standard imputation methods, including KNN, LSS or Gaussian mixture clustering [43, 44]. As expected, the improvements are highest in the small sample sizes and noisy data settings, because the additional data sets can compensate up to a certain degree for the limited amounts and poor quality of the primary microarray data.

Although the imputation methods that make use of external information sources have shown improved performance, as compared to their counterparts that use expression data alone, they also come with some limitations. For instance, the meta-data-based methods are obviously not applicable in those cases where no related data sets exist for the particular experimental setting or study organism. This may especially be the case when non-standard experimental conditions or non-model study organisms are involved. Moreover, even if previous data exist, it may be difficult to find relevant data sets in the public microarray repositories, as many data sets are rather poorly annotated. The availability of external information is a major limitation also for other integrative imputation methods. For instance, transcription factor-binding information is mapped only very scarcely for many organisms, and it ignores other transcriptional regulation mechanisms, such as histone modifications. On the other hand, histone acetylation information is not available even for all of the genes in yeast, not to speak of other organisms or experimental conditions. Finally, while the GO annotations are available for most organisms, the GO-based imputation is subject to the accuracy and coverage of the gene functions annotated in the databases. However, with the increasing amount and accuracy of data sets and information accumulating in the public databases and information repositories, these methods are likely to become more useful in the future. In addition to the local imputation approaches, such as KNN and LSS, it would be interesting to combine additional information also into other, more sophisticated imputation approaches that consider also the global correlation structures in the data sets. Such future methods could be implemented using the computational framework, called projection on the convex sets, or POCS, in which several a priori characteristics of a data set, either internal or external, can be formulated as constrains in the missing value estimation problem [45].

**EMPIRICAL GUIDELINES FOR CHOOSING AN IMPUTATION METHOD**

Several recent publications have introduced new imputation algorithms for microarray data, and the authors of these algorithms have shown improved performance over the previous approaches in
selected data sets that satisfy the specific assumptions of the algorithm. For instance, it has been long recognized that even the simplistic methods, such as row average, may provide sufficient estimates in data sets without an underlying correlation structure, but more sophisticated methods, such as KNN imputation, are needed when marked correlations between genes and/or arrays exist [15, 46]. Beyond these individual observations made over a rather limited number of data sets, there are only a few independent comparisons of the relative performance of the state-of-the-art imputation methods using a common and comprehensive set of microarray data. Recently, Brock et al. [47] carried out an extensive evaluation of eight current imputation methods on nine data sets of various sizes and type, including time series, multiple exposures and mixed type of data, to assess their performance under different conditions and establish guidelines for their appropriate use. The methods were compared at different percentages of missing data in terms of the similarity between the original and imputed data points; more formally, the imputation accuracy was assessed using the root mean squared error (RMSE) calculated on log-transformed expression data matrices. They found that the top-performing imputation algorithms, namely LS, LLS and BPCA, are all highly competitive with each other, but no method is uniformly superior in all of the data sets examined; global imputation approaches, such as BPCA, performed better on microarray data in which gene expression values are strongly correlated, whereas neighbour-based methods, such as LS and LLS, performed better in data with a local substructure. Accordingly, they proposed an entropy measure to quantify the complexity of expression matrices, which could be used when selecting an appropriate imputation algorithm for a given data set [47].

While most of the imputation algorithms have been evaluated only in terms of imputation accuracy, using metrics such as RMSE, it can be argued that the success of expression value estimation should be evaluated also in more practical terms; ideally, with respect to the downstream objective of the experiment, the motivation being that if the differences between the outcomes are biologically insignificant, then it is irrelevant whether the improvements at measurement level are statistically significant or not. Cluster analysis is typically one of the first downstream analyses conducted for a gene expression microarray data set since it provides, for instance, hypotheses about functional roles of the genes for subsequent experimental or computational analyses. However, it has been observed that even a small number of missing values may dramatically decrease the stability of clustering algorithms, such as hierarchical and $k$-means clustering, but their stability can be improved using imputation methods, such as KNN and GMC input [6, 7]. Recently, Tuikkala et al. [48] carried out a systematic comparison of more recent missing value imputation methods by following the typical microarray data analysis workflow: eight recent microarray data sets, including both time series and steady-state experiments, were first clustered using the $k$-means algorithm, and then the resulting gene groups were interpreted in terms of their enriched GO annotations. They found out that even when there are marked differences in the measurement-level imputation accuracies across the imputation methods, as assessed using RMSE, these differences may become negligible when the methods are evaluated in terms of how well they can reproduce the original gene clusters or their biological interpretations. Regardless of the evaluation approach, however, these results strongly supported the earlier observations that more advanced imputation methods, such as BPCA, always provide much better downstream analysis results than ignoring the missing values or replacing them with zeros or average values [48].

Beyond the cluster-level evaluations, selected missing value imputation methods have also been compared with respect to other downstream objectives. For instance, it has been observed that missing values can drastically affect the detection of differential expression, and that the more sophisticated methods, such BPCA and GMC imputation, can much better handle the missing values when compared to the simple Row average or KNN methods [8]. Several studies have also investigated the effect of missing values on biomarker discovery and disease classification. In one study, it was concluded that while zero imputation resulted in poor classification accuracy, KNN, LLS and BPCA imputation methods had relatively minor differences with respect to the classification performance [10], whereas another study concluded that both the BPCA and ILLS methods could preserve the classification accuracy achieved on the complete data [11]. Further studies are needed to fully evaluate the relative performance of the different approaches and implementations. Although the running time of the implementations
can be considered as a secondary evaluation criterion, it is still worth noting that BPCA imputation is one of the fastest methods among the more advanced imputation approaches, being only 10 times slower than the simple KNN, and that the running time of the LLS method is about one-third of that of its iterative version ILLS, which is one of the slowest imputation methods [48]. Besides being slow, the ILLS method produces, in some data sets, estimates for missing values that can be up to 10 times larger than the original values [48], which suggest an anomaly in its implementation or operation. Similarly, the LLS method was found to perform sub-optimally in some complex data sets, whereas the performance of the original least squares implementation, LS impute, was more consistent across the data sets [47]. This suggests some differences in the way the local regression problem is treated in the observed data matrix, which can lead to marked differences in some microarray data sets.

Taken together, these results demonstrate that the negative effects of missing values on the results of several downstream outcomes can—up to a certain degree—be attenuated using readily available and relatively fast and robust imputation methods. In particular, the BPCA method is available as Java, MATLAB and R implementations [49], and it is also integrated into an R-package, called array-Impute, which implements a number of imputation algorithms, including KNN and LLS impute [50]. The original LS impute is implemented as a Java application [51].

**ADDITIONAL RESEARCH TOPICS FOR DEALING WITH MISSING VALUES**

**Suggestions for future evaluation studies**

Despite the few comparative studies that have systematically evaluated the relative merits of various state-of-the-art imputation methods using common data sets, it remains largely unclear which method is preferable for which experimental setting and question. This is because even the systematic and objective comparative studies have been rather limited in terms of the number of different data sets and evaluation criteria used in the comparisons. Consequently, there is only scattered information on practical questions, such as what are the specific advantages and potential limitations of the different approaches under different settings, or are there even any marked differences between the methods in more practical terms? In particular, the observed dependence of the RMSE on the data set can seriously bias the evaluation of imputation algorithms. In fact, it enables the authors to choose those data sets that favour their imputation method. This makes it difficult to grasp the overall picture of the strengths and weaknesses of different methods for different data sets. Independent, comprehensive evaluations are therefore warranted that systematically compare the existing methods over a large number of data sets that include experimental designs encountered in practice, such as time series, steady-state and mixed experiments, and hence allow one to investigate the dependence of the imputation results on various data properties, for instance, the dimensionality and correlation structure of the expression data matrix. Further, while the existing methods have mainly been evaluated in data sets from model organisms, typically yeast, it would be extremely informative to include in future comparisons also data from other organisms, including humans. Additional characteristics that should be considered include, for instance, the type of samples (e.g. controlled sample material or heterogeneous clinical specimens) and data pre-processing strategies used (e.g. gene filtering and data normalization).

Another potential pitfall in the current evaluations lies with the distribution of the missing entries. Most of the imputation methods have been developed and validated under the assumption that missing values occur completely at random within the expression data matrix. However, this assumption does not always hold in practice since the different measurements (arrays) are often conducted under variable experimental conditions, hence leading to differences in hybridization, media or time, among other factors. Consequently, the distribution of missing entries in microarray experiments can be highly non-random. This issue should be taken into consideration when interpreting the comparative evaluations or when designing fair evaluations and improved methods. For instance, if the missing value distribution in a comparison is forced to be the same as one used by a particular method, for instance, in parameter optimization, then it may lead to overoptimistic results. It has been observed that the imputation accuracies of LLS and ILLS, in particular, seem to benefit from the uniform missing value distribution [48]. Similarly, if a method uses the assumption of random missing values in the selection
of appropriate imputation algorithms or their combination, when in fact this is not the case, it may lead to sub-optimal imputation results in practice. The mechanism by which the missing values are generated can have a marked effect on the imputation results. In particular, if the methods are evaluated solely in terms of RMSE, then one has to pay particular attention to the missing value distribution of the data sets. It is therefore recommended that the future comparative evaluations also take into consideration evaluation criteria other than the imputation accuracy or cluster stability. Additional outcomes, such as the detection of differentially expressed genes, biological significance of the detections or construction of gene regulatory networks, have already been investigated in recent works that introduce new imputation methods [12, 28, 30], but more comprehensive and objective future studies are needed, similar to the existing community efforts, such as AffyComp that benchmark the competing expression-level estimates [52].

**Imputation tools for other large-scale data sets**

The imputation methods described here can, in principle, be modified for other large-scale data sets that share similarities with microarray gene expression data. In particular, the recent advances in liquid chromatography-mass spectrometry (LC-MS)-based proteomic approaches are enabling quantitative profiling of complex peptide mixtures in sample sizes large enough to allow many interesting applications, including protein biomarker discovery by means of statistical testing, and clinical sample classification by means of machine learning methodologies. However, despite its tremendous potential, the methodological sophistication still lags well behind that of routine transcriptomic experiments. In particular, missing peptide identifications and quantifications remain a frequent problem, especially in large-scale clinical proteomic studies. Besides the frequent missing values, some other aspects of proteomic studies, such as the relatively small sample sizes compared to the complexity of the peptide mixtures, are similar to those in gene expression microarray studies. However, proteomic data also have more intrinsic properties; for instance, the missing peptide identifications may occur more frequently in patients than in control samples, due to true biological differences and technical bias in the MS instruments towards detecting high-abundance proteins. Therefore, the missing data should not be treated as missing completely at random, but as missing at random, at least in the case when the reason for missingness depends upon other observed patient characteristics. Accordingly, the missing value estimation methods developed for microarrays, such as KNN imputation that is being applied to statistical analysis of quantitative LC-MS-based proteomics data [53], may yield sub-optimal results; it is likely that more application-specific methods are needed that also account for the missingness mechanisms [54]. Moreover, it may be beneficial to incorporate other relevant data sources for missing value imputation, such as the clinical annotation of the specimens [55], or messenger RNA (mRNA) abundance, cellular role and other available information on the proteins not experimentally detected [56].

To promote their widespread usage in various large-scale data sets, the missing value imputation methods should be made publicly available, preferably as software packages with a graphical user interface (GUI), that are easily accessible to the experimental practitioners. A good example is the arrayImpute and arrayMissPattern software, which, in addition to incorporating a number of advanced imputation algorithms into its user-friendly GUI, provides several visualization options, for instance, to check whether or not the patterns of missing values occur at random, and comparison of the imputed values obtained from various methods to allow the user to experiment with different algorithms and parameter combinations [50]. It should be noted that methods that do not require parameter adjustment, such as LS and BPCA, are often attractive choices for the average users. Although some of the imputation algorithms, including BPCA, have been implemented as stand-alone software tools with a GUI [49], it would be valuable to include the state-of-the-art imputation methods in some popular data analysis packages as optional data pre-processing methods, alongside with data filtering and normalization. At the moment, however, packages such as SAM [57], Expression Profiler [58] and DAnTE [59], include only standard algorithms, such as KNN or SVD-based imputation, that may provide sub-optimal results in many applications. The advanced imputation methods should also benefit other microarray technologies, including exon, tissue and protein arrays, as well as whole-genome chromatin immunoprecipitation...
(ChIP)-on-chip or single-nucleotide polymorphism (SNP) genotyping arrays. However, it is expected that novel imputation approaches are needed for many emerging data sets (with intrinsic properties), including those from the quantitative screening of protein–protein interactions (PPI; high dimensionality and noise levels, incomplete design matrices), or meta-analyses among genome-wide association studies (GWAS; high dimensionality and inter-individual variation, categorical value data points). It is also interesting to note the connection between missing value imputation and prioritizing of future screens, for instance, when completing genome-wide mappings of gene or protein interactions. As a full discussion of these applications is beyond the scope of this paper, interested readers are referred to some recent papers [60–65].

Methodologies that can cope with missing values

Imputation is a general and flexible method for handling problems posed by missing data values; however, it is not without pitfalls: “The idea of imputation is both seductive and dangerous. It is seductive because it can lull the user into the plausible state of believing that the data are complete after all, and it is dangerous because it lumps together situations where the problem is sufficiently minor that it can be legitimately handled in this way and situations where standard estimators applied to the real and imputed data have substantial biases” [1]. For instance, a particular challenge beyond the capacity of standard imputation algorithms is how to accurately estimate extreme expression levels in microarray or proteomic experiments. In two-dye microarray platforms, extremely low or high missing value ratios may arise, for instance, from an undetectable low signal in one of the channels only, and such intensity-dependent missing values have been shown to affect more severely the imputation results and downstream analyses than those whose values are independent—or near the centre—of the expression distribution [6, 9, 18, 66]. Similarly, in the LC-MS platforms, low-abundance proteins tend to remain undetected, due to the detection bias of the current MS-instruments, hence resulting in many intensity-dependent missing values, which may lead to the loss of potential protein biomarkers. Both of these examples present cases of ‘missing not at random’, because the reason for missingness is related to some unobserved data characteristic (here the expressions value itself, that is, the data is said to be ‘censored’). This situation is different from a non-uniform distribution of missing entries within the data matrix, because the rows and columns with missing values can be observed directly from the data, and hence this case can still be treated as a normal missing at random situation. However, in the missing not at random cases, valuable information on the missingness mechanisms is lost, and therefore it may well be that no feasible imputation solutions for estimating such missing patterns will exist [1, 2].

Moreover, as the eventual goal of data mining is not to predict the expression values themselves, but rather to facilitate revealing the most important findings from the large-scale studies, methods that can handle the missing values as a part of their operation would be ideal for many real applications. For dealing with incomplete data matrices without the use of imputation, some of the general-purpose procedures, such as SVD and PCA, can be made robust to missing or outlying data values [67, 68]. There are also some classes of statistical procedures that are particularly well suited to handling missing values. In the likelihood-based statistical modelling, the EM algorithm or its modifications can be used to estimate the pre-specified model from incomplete data [1, 14]. When combined with mixture models, for instance, the EM algorithm can be used both for the estimation of mixture components and for coping with missing data, with applications to a wide range of supervised and non-supervised learning problems [69]. In particular, mixtures of hidden Markov models have recently been used for the robust classification of clinical time series with missing data points [70]. In Bayesian learning, missing values can be treated as additional unknown variables and iteratively imputed using, for instance, Gibbs sampling and data augmentation [71, 72]. Such a Bayesian approach with an additive model was recently proposed for bi-clustering of gene expression data with missing data [73]. There are also more straightforward iterative procedures that combine the gene expression clustering and missing value imputation by explicitly modifying the distance function [74, 75]. Finally, we and others have shown that some non-parametric procedures, based on bootstrapping and subsampling, can be surprisingly good at coping with missing data when detecting, for instance, differentially expressed genes or proteins, especially in small sample sizes, or hidden sample
sub-groups that show coherent expression changes in clinical genome-wide studies [76–78].

CONCLUSION

Missing values remain a frequent problem in large-scale profiling experiments, such as those based on gene expression microarray or mass-spectrometry biotechnologies, and their adverse effect on the downstream analysis results is beyond the capacity of simple imputation methods, such as ignoring the missing data points or replacing them with zeros or average values. Although a wide spectrum of missing value imputation methods is available to the users of the high-throughput platforms, and new ones are constantly being developed, there is only limited guidance on how to choose between the different methods. The performance of the imputation methods may vary drastically depending on the experimental settings and questions under study. This discrepancy can partly be attributed to the way in which imputation methods have traditionally been developed and evaluated; in fact, with respect to some downstream objectives, such as gene clustering, the more sophisticated methods do not seem to differ much, even if there are marked differences in the measurement-level imputation accuracies across data sets. Therefore, instead of introducing incremental variations to the current imputation approaches, it would make an important and timely contribution to the community to systematically evaluate whether there are practical differences between the existing methods; and if there are, to pinpoint the preferable approaches under different platforms and experimental settings. This is important because otherwise the experimental practitioners will soon be overwhelmed by the huge amount of imputation tools without really knowing their real benefits and potential limitations. Besides helping the researchers to choose an appropriate imputation tool for a given data set, a systematic benchmarking framework would also benefit the developers of new imputation algorithms for data sets outside the scope of the existing approaches. Before such benchmarking results become available, it is recommended to rely on the robust imputation methods that have been shown to perform generally well under multiple settings, such as LS and BPCA; or alternatively, one can weight the imputation results obtained from several methods, using software tools such as ArrayImpute that allow experimenting with several imputation algorithms and with different parameter combinations.

Key Points

- The performance of a missing value imputation method depends on the properties of the data set being imputed and on the experimental question under study.
- Further comparative studies that systematically evaluate the methods under different settings are warranted to provide practical guidance to the practitioners.
- Novel imputation approaches and methods that can handle missing values are likely to be needed in the coming days, especially for non-microarray data sets.
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