Noradrenergic Neurons of the Locus Coeruleus Are Phase Locked to Cortical Up-Down States during Sleep
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Nonrapid eye movement (NREM) sleep is characterized by periodic changes in cortical excitability that are reflected in the electroencephalography (EEG) as high-amplitude slow oscillations, indicative of cortical Up/Down states. These slow oscillations are thought to be involved in NREM sleep-dependent memory consolidation. Although the locus coeruleus (LC) noradrenergic system is known to play a role in off-line memory consolidation (that may occur during NREM sleep), cortico-coerulear interactions during NREM sleep have not yet been studied in detail. Here, we investigated the timing of LC spikes as a function of sleep-associated slow oscillations. Cortical EEG was monitored, along with activity of LC neurons recorded extracellularly, in nonanesthetized naturally sleeping rats. LC spike-triggered averaging of EEG, together with phase-locking analysis, revealed preferential firing of LC neurons along the ascending edge of the EEG slow oscillation, correlating with Down-to-Up state transition. LC neurons were locked best when spikes were shifted forward ~50 ms in time with respect to the EEG slow oscillation. These results suggest that during NREM sleep, firing of LC neurons may contribute to the rising phase of the EEG slow wave by providing a neuromodulatory input that increases cortical excitability, thereby promoting plasticity within these circuits.
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Introduction

Recent years have seen a growing interest in the role of sleep in off-line memory processing (Stickgold 2005; Diekelmann and Born 2010). This interest is due, in part, to the discovery of large-scale changes in cortical and hippocampal neural activity during nonrapid eye movement (NREM) sleep following learning. Learning-related enhanced spindle and ripple activity has been reported in both humans (Gais et al. 2002; Schabus et al. 2004; Clemens et al. 2006; Axmacher et al. 2008; Morin et al. 2008) and rats (Eschenko et al. 2006, 2008; Fogel and Smith 2006; O’Neill et al. 2008; Ramadan et al. 2009). During sleep, the membrane potential of all major types of neocortical neurons fluctuates between depolarized (Up) and hyperpolarized (Down) states; the transitions between these states are reflected in electroencephalography (EEG) as low-frequency (~1 Hz) slow waves (Steriade et al. 1993a, 1993b; Steriade et al. 2001; Timofeev et al. 2001). Slow oscillations group the faster brain rhythms, spindles in the cortex (Mölle et al. 2002; Steriade 2006), and ripples in the hippocampus (Siapas and Wilson 1998; Siroti et al. 2003; Mölle et al. 2006). In turn, these fast transient oscillations reflect synchronized firing of large neuronal populations during the depolarized state, including the well-documented experience-dependent neuronal replay in cortex and hippocampus (Kudrimoti et al. 1999; Nadasy et al. 1999; Johnson et al. 2010). Thus, the slow oscillations are thought to mediate sleep-dependent memory improvements by temporally coordinating other brain rhythms implicated in off-line information processing (Steriade and Timofeev 2003; Diekelmann and Born 2010). Such concerted brain activity may reinforce the neuronal networks being replayed by facilitating communication within and between brain regions and promoting synaptic plasticity (Buzsáki 1996).

The noradrenergic (NE) system has been shown to be critically involved in the late phase of memory consolidation (Roullet and Sara 1998; Tronel et al. 2004) that may well take place during NREM sleep. In support of this notion, we previously described a transient increase in activity of NE neurons of the locus coeruleus (LC) during NREM sleep after learning in rats (Eschenko and Sara 2008). A combined EEG and functional magnetic resonance imaging (fMRI) study in humans (Dang-Vu et al. 2008) further revealed that the activity of the LC nucleus is temporally related to slow oscillations. Altogether, these findings challenge the conventional dogma about the relative quiescence of LC neurons during sleep (Hobson et al. 1975; Aston-Jones and Bloom 1981) and suggest an involvement of LC-NE system in modulating cortical activity during NREM sleep.

Although the facilitating effects of the LC input on cortical excitability (McCormick et al. 1991), spike timing and synaptic plasticity in cortex (Bouret and Sara 2002; Marzo et al. 2009), and hippocampus (Harley 2007) are well established, the precise temporal relationship between cortical Up/Down states and LC firing has not yet been explored. Our previous investigations in rats under ketamine anesthesia had shown a negative correlation in activity of NE neurons of the LC and prefrontal neurons, when neurons within each region were oscillating at ~1 Hz (Sara and Herve-Minvielle 1995; Lestienne et al. 1997). Therefore, in order to further explore the fine-scale temporal cortico-coerulear interaction, particularly in the context of potential contribution of the LC-NE system to memory processing during NREM sleep, we recorded unit activity in the LC simultaneously with cortical EEG in the unanesthetized naturally sleeping rat.

Materials and Methods

Animals

Male Sprague-Dawley rats (Charles River Laboratories, Le Genest-St-Isle, France), weighing 350–400 g were used. They were maintained on a 12:12 h light-dark cycle with free access to food and water. Surgery was performed under pentobarbital anesthesia (40 mg/kg, supplemented as necessary). Rats were allowed 1 week for postsurgical recovery, before being habituated to the recording setup. All procedures followed the 1986 European Community Council Directive

Electrophysiological Recordings
For extracellular recording, 2 tungsten electrodes (~1 MΩ, FHC, Bowdoinham), glued together (200–500 μm between the tips), and mounted on a moveable microdrive, were implanted in the LC region in 5 rats (Anterior-posterior [AP] = −4.0 mm, L = 1.15 mm) under electrophysiological control. One electrode served as a reference for differential recording, with care being taken that the unit activity was coming from only one electrode. This method eliminates muscle artifacts picked up in freely moving animals, especially when the electrodes are located deep in the brain stem; the method has been used extensively in our laboratory (Sara and Segal 1991; Bouret and Sara 2004; Eschenko and Sara 2008). For EEG recording, a stainless steel screw was secured on the skull in all rats above the frontal cortex (mPFC) in 5 rats. These data were originally collected from electrical noise offline with template matching complemented by cluster analysis based on principal components and specific waveform measurements, using Spike2 software. A representative example of the isolated LC spike shapes is shown on Supplementary Figure 1. If the unit discharge did not exceed the threshold of 0.01 mV, it was considered.

Recordings were made for 3–5 h during the light period, when rats spend most of their time sleeping. For unit recording, extracellular signals were amplified (~10 k) and filtered (300-6 kHz) using a differential amplifier (A-M Systems model 1700, Inc., Carlsborg, WA). EEG signal was amplified (~1 k) and filtered (0.1–300 Hz). The unit and EEG signals were digitized at 32 kHz and 2 kHz, respectively, using CED Power1401 converter and Spike2 data acquisition software (Cambridge Electronic Design, Cambridge, UK). A video camera (Quickcam, Logitech, Switzerland) was mounted on the top of the recording chamber, the image synchronized with electrophysiological recording.

Unit activity was monitored online, and spikes with signal-to-noise ratio greater than 2:1 were used to create templates using Spike2 software. The following additional criteria were applied for identification of LC neurons: 1) broad spike widths (~0.6 ms); 2) regular low firing rate (1–2/s) during the quiet awake state; 3) a brief excitation to acoustic stimuli followed by prolonged inhibition, and 4) REM-silence, which was verified offline (Hobson et al. 1975; Foote et al. 1980; Aston-Jones and Bloom 1981; Sara and Segal 1991; Herve-Minvielle and Sara 1995). Characteristic features of the LC neurons and the electrode placement are illustrated on Supplementary Figure 1. If the unit discharge did not meet these criteria, the electrode was lowered by 40 μm increments to reach a reliable LC signal. In 4 additional rats, several recordings were made of unit activity that was clearly not characteristic of LC neurons. These were used as control data. The electrode placement for these control cases is illustrated in Supplementary Figure 2.

Fifteen additional recordings were obtained from the medial prefrontal cortex (mPFC) in 5 rats. These data were originally collected for another study and published in detail elsewhere (Mölle et al. 2006). We used the same differential recording method described above for LC, with 2 microelectrodes mounted on a moveable microdrive and implanted in the mPFC at the following coordinates (Bregma: AP = 3.5 mm, L = 0.5 mm). The depth was adjusted within a range of 3–4 mm from the brain surface at the time of recording, in order to obtain an optimal signal. In 2 rats, local field potentials (LFPs) were also recorded from the same electrode tip. It is important to emphasize that the mPFC and LC recordings were made using the same recording technique, in the same recording setup, and in the same behavioral situation. The placement of the EEG electrodes was identical in the 2 experimental groups. Finally, the same spike sorting algorithms were applied for all data sets by the same investigator (O.E.).

Signal Processing and Event Detection
Unit Isolation
After online detection, the stored spike shapes were further isolated from electrical noise offline with template matching complemented by cluster analysis based on principal components and specific waveform measurements, using Spike2 software. A representative example of the isolated LC spike shapes is shown on Supplementary Figure 1A. The recording technique and spike sorting method did not allow an unambiguous single unit isolation, and therefore, the LC, non-LC, and mPFC unit recordings described in the present study are conservatively classified as multunit activity. It should be noted, however, that the overestimation of activity by inclusion of noisy spikes can only decrease the statistical power for detecting locking to slow waves and cannot artificially create locking that does not exist. Therefore, our estimates can be taken as credible lower bounds to the actual amount of locking.

Sleep Scoring
NREM sleep episodes were detected by the presence of a high-amplitude slow oscillation (>200 μV, predominance of theta 4.1–4 Hz) and absence of theta (6–9 Hz) frequencies in the power spectrum and regular appearance of sleep spindles in the EEG. To identify the sleep spindles, the EEG signal was band-pass filtered using finite impulse response (FIR) of 12–15 Hz; an automatic spindle detection algorithm was then applied (Eschenko et al. 2006). REM sleep was characterized by dominant theta activity, low-voltage fast activity, and a sleep posture monitored by online video recording. A representative pattern of EEG and LC activity across awake/sleep stages is illustrated on Supplementary Figure 1D.

Detection of Slow Oscillations
A high-pass filter in the majority of analog amplifiers designed for extracellular recording (including the one used in the present study) introduces a systematic frequency-dependent phase shift that is appreciable for low frequencies. We corrected for this phase delay by filtering the EEG signal backward in time using a second-order Butterworth low-pass filter with a cutoff frequency of 0.11 Hz. The order of the filter was determined from the technical specifications of the amplifier while the cutoff frequency was selected after inspecting the output of the amplifier to controlled inputs. This procedure, which is detailed fully in Supplementary Methods and illustrated on Supplementary Figure 3, enabled a more accurate detection of the timing of slow oscillation events and a precise determination of their phase.

Slow oscillation cycles were then identified by peaks of negativity of the EEG signal during NREM sleep episodes, as follows. The EEG signal was first low-pass filtered using FIR of 4 Hz. Then, the largest negative half-waves during NREM sleep episodes were detected using a standard algorithm (Mölle et al. 2002). Negative half-waves satisfying the following criteria were selected for further analyses: 1) 2 successive zero-crossings of the low-pass filtered signal separated from each other by at least 0.2 s; 2) maximum amplitude between both zero-crossings exceeding ~100 μV; and 3) a negative-to-positive peak-to-peak amplitude >120 μV. Validity of this algorithm for detection of cortical Up and Down states using EEG was previously assessed by calculation of an event correlogram for prefrontal units around the negative peaks of slow oscillations (Mölle et al. 2006). Peak negativity is considered to reflect the transition of the intracellular recorded membrane potential to the depolarizing phase (Steriade et al. 1993a, 1993b; Volgushev et al. 2006; Saleem et al. 2010).

Normalized Autocorrelogram
The normalized autocorrelograms were computed by first binning spike trains into 50-ms bins and then computing the covariance between the spike train and its time-shifted version. In order to facilitate comparison between data sets with different overall spike numbers, the obtained autocorrelograms were normalized by dividing by total number of spikes used for the computation.

Event-Triggered Analysis
We computed the firing rate in a window centered around the negative peak of the detected slow oscillations cycle and extending 0.75 s each side with the bin size of 20 ms. For each session, we normalized the firing rate in each bin to the total number of spikes (collected across all detected events) within the analysis window of ±0.75 s. We also computed (using the same bin size) the baseline rate in the 0.75-s interval preceding the window around the wave negativity. The same normalization as above was also applied to the baseline rate. To compare the distribution of the firing rate in each individual bin around the wave negativity, to the distribution of the firing rate in the baseline period, across sessions, we used a t-test with significance level set to P = 0.01 (2-tailed), Bonferroni corrected for the total number of bins considered.
Phase Analysis
Phase was assigned to each spike within a slow oscillation cycle as follows. First, 5 salient points in each detected slow oscillation were determined: slow oscillation onset (the positive-to-negative zero-crossing preceding the negative peak), peak negativity, the middle zero-crossing (negative-to-positive), the peak positivity, and the wave ending point (the positive-to-negative zero-crossing following the positive peak). These 5 points were assigned a fixed phase, as illustrated in Supplementary Figure 4. We computed the phase of the other points in the slow oscillation by linear interpolating between each of the 5 assigned phase values.

"Phase-of-firing distribution" is computed from the phase value at which each spike fires. Phase of firing not uniformly distributed over 360° reflects the fact that there are phase regions at which the considered neurons fire preferentially. This defines "phase locking" of spikes. The analysis of phase locking may be confounded by asymmetries in the waveforms where the overall distribution of phases is not uniform, making it difficult to establish that the probability of observing a spike significantly depends upon the phase value. To correct for this, we used a standard procedure based on rescaling phase, using its cumulative distribution (Fisher 1993; Siapas et al. 2005), and the schematic in Supplementary Figure 4. In this way, the overall distribution of phases, unconditioned to spike time, becomes uniform, and the question of phase locking detection is reduced to simply detecting departures from uniformity in the distribution of rescaled phases observed at spike times. The significance of the departure from phase uniformity can then be safely computed using the Rayleigh test, which is the standard test for significance of deviations of angular distribution from nonuniformity (Fisher 1993; Siapas et al. 2005).

Since maximal phase locking between spike train and slow wave need not occur when the 2 signals are aligned, units were labeled as "phase locked" whenever the Rayleigh test P value exceeded the significance threshold $P = 0.01$ at any value of the shift of the EEG trace with respect to the spike train within ±1 and ±1 s. The significance threshold $P = 0.01$ was Bonferroni corrected for the total number of shifts of the EEG trace considered. It is important to note that the method used here, which follows previous well-established work (Siapas et al. 2005; Montemurro et al. 2008), computes phase selectivity of the entire distribution of spikes emitted during slow waves. Therefore, the preferential phase of firing reflects the phase regions with the overall highest firing; the method cannot distinguish more detailed information such as the phase of onset or offset of certain types of precisely timed bursts of activity.

As a measure of "strength of locking," we used one minus the circular variance. Circular variance is the most widely used measure of angular dispersion (defined, e.g., Fisher 1993; Montemurro et al. 2008). Therefore, the strength of locking defined in this way is a measure of the concentration of the distribution of angles, and its values range from 0 (uniform dispersion of angles along the circle) to 1 (perfect concentration of angles around one phase value).

In order to validate the method and facilitate comparison between 2 brain regions, we performed similar phase-locking analysis for mPFC neurons. We have previously reported that all mPFC neurons from this data set preferentially fired $-90$ ms prior to the peak of the depolarized state (Mølle et al. 2006).

Histology
Rats were deeply anesthetized with pentobarbital (100 mg/kg), perfused intracardially, and brains extracted for histological verification of the recording sites. Adjacent sections were stained with Cresyl Violet or immunohistochemically for tyrosine hydroxylase to label NE neurons. All recordings sites were verified histologically (Supplementary Figs 1 and 2).

Results

LC Firing Pattern
Thirty-three data sets recorded in 21 sessions from 5 rats satisfied the criteria for a LC neuron (see Materials and Methods and Supplementary Fig. 1). The range of recording sessions for an individual rat varied from 2 to 7 sessions. Before each recording session, the electrode position was adjusted within a range of 40–120 μm using the moveable microdrive to obtain the best signal-to-noise ratio. The average firing rate of all recorded LC neurons during NREM sleep was $0.65 \pm 0.02$ spikes/s (mean ± standard error of the mean), significantly lower than that measured during the awake state ($1.50 \pm 0.05$ spikes/s, $t_{\text{df}} = -5.9$, $P < 0.001$). Thus, the state-dependent firing rate of the majority of LC recordings was within a firing range previously reported for LC single units (Aston-Jones and Bloom 1981). Nevertheless, the recording and spike sorting methods used in these experiments do not always allow unambiguous determination of single-unit activity, so the records may contain more than one unit. Figure 1A illustrates a representative example of LC spiking activity during the transition from NREM sleep to awake. There was an increase in LC firing just prior to the transition from NREM sleep to awake state with corresponding changes in EEG from slow high-amplitude signal during NREM sleep, to the faster, low-amplitude EEG of the awake state. This anticipatory increase of LC activity is a characteristic feature of the LC neurons (Aston-Jones and Bloom 1981). The higher rate of firing is sustained across wakefulness. Despite substantially lower LC activity during NREM sleep, it was more synchronized compared with the awake state. LC neurons showed a clear tendency to fire in bursts during NREM sleep as illustrated in Figure 1C. The change in firing pattern is reflected in the multiunit normalized autocorrelogram showing higher firing value around zero lag during NREM sleep, compared with the awake state, where the normalized autocorrelogram is flatter (Fig. 1C).

Temporal Analysis of LC Firing as a Function of Slow Oscillation Cycle
LC units were recorded simultaneously with the frontal EEG that was used for detecting slow oscillation cycles (see Materials and Methods). The number of detected slow oscillation events ranged from 788 to 4341 per recording session. The average amplitude (negative peak amplitude) and width (time from the start to the end of the slow oscillation) of the detected slow oscillation cycles was $0.20 \pm 0.01$ mV and $0.65 \pm 0.02$ s, respectively.

To investigate temporal relations between LC firing and occurrence of cortical Up/Down states, LC spikes were plotted around negative peaks of detected slow oscillation cycles. When aligning LC spikes to the negative peak of the slow oscillation (Fig. 1D), it is apparent from this example that LC preferentially fired in the restricted time interval immediately following the peak negativity (Fig. 1D). The strong relationship between LC firing and slow oscillation cycles is further illustrated by the LC spike-triggered average EEG (Fig. 1E), which shows, for this example, that EEG negativity peaks precede LC spikes.

The population analysis of all LC data sets ($n = 33$, recorded in 5 rats) confirmed that LC firing rate varied significantly across the slow oscillation cycle. Distribution of LC firing rates at around the times of negative and positive peaks of slow oscillation cycles with corresponding average EEG signal is shown on Figure 2. Statistical analysis revealed that the averaged LC firing rate was significantly lower than baseline firing rate in the period 130–190 ms prior to the slow wave negativity and was significantly higher than baseline in the
period 30-130 ms after the negative peak of detected slow oscillation cycles ($P < 0.01$; 2-tailed $t$-test Bonferroni corrected), as indicated in Figure 2B.

It should be noted that the slow oscillation cycles used in the above analysis were detected as high-amplitude (>120 μV) low-frequency (~1 Hz) EEG events (see Materials and Methods).
determine whether the selection of the detected slow oscillation cycle was crucial for timing of LC firing, we analyzed the LC spike-triggered EEG during the time periods when a high-amplitude slow oscillation was detected and outside of the detected events. The shape of the LC spike-triggered EEG did not change much from one case to the other (Supplementary Fig. 5), suggesting that the locking of LC spiking activity to negativities of the EEG is largely independent of EEG amplitude.

**Analysis of Phase of Firing during the Slow Oscillation Cycle**

Each instance of a naturally occurring slow wave has a slightly different shape and duration (referred to as a slow wave microstructure). This introduces an additional variability factor when relating neural firing to slow oscillation cycles in the time domain. Phase analysis characterizes locking with respect to the salient properties of the slow waves (e.g., peaks and troughs), which are invariant with changes in wave shape and duration. Thus, it allows compensation for the differences in the microstructure of the slow wave. Consequently, it makes interbrain region or intersubject comparisons more accurate.

The phase relationship to the slow oscillation cycle was explored for each LC recording by estimating the probability of firing at different phases of the slow oscillation (see Materials and Methods). Such probability is illustrated for a representative example in Figure 3A. In this example, the probability of firing was significantly modulated as a function of the phase of the slow wave (Rayleigh test, \( P < 0.001 \)) and had a unimodal phase-of-firing probability, with a preferred phase of 229\(^\circ\). Overall, the probability distribution of 17 of 33 LC data sets (52\%) was significantly modulated by the phase of slow oscillation (Rayleigh test, \( P < 0.001 \)). In 2 rats, all cases showed significant locking. The recordings in the remaining 3 rats contained both significantly locked and nonlocked units. The distribution of preferred phase for all significantly modulated LC units is shown on Figure 3C-E. The preferred phase was concentrated within the range of 200–300\(^\circ\) (circular population mean 251\(^\circ\)) (Fig. 3C), this range corresponding to the ascending (depolarizing) phase of the slow wave (Fig. 3E).

Fifteen data sets with combined EEG and mPFC unit activity (see Materials and Methods) were also submitted to phase analysis. In 2 rats, LFPs were also recorded from the same electrode tip. The phase-of-firing of a sample mPFC recording is shown in Figure 3D. All PFC neurons (15/15) showed a significant dependence of firing on the phase of slow oscillation in the EEG (Rayleigh test, \( P < 0.001 \)). The distribution of preferred phase-of-firing of the mPFC population (Fig. 3D) was concentrated in the range 280–360\(^\circ\) (circular population mean equal to 322 deg). Thus, LC and mPFC neurons show minimally overlapping intervals of the preferred phase-of-firing (Figs 3C-D and 4D). In general, LC spikes that displayed significant locking to the slow oscillation cycle tend to be emitted before the mPFC spikes.

Recent work has demonstrated that transitions to an Up state in neocortex are tightly predicted by a phase of low frequency (<2 Hz) cortical LFPs (Saleem et al. 2010). As we reported previously, the time of EEG peak negativity closely corresponds to the time of the LFP positive peaks (Mölle et al. 2006). In addition, EEG and LFP signals show a strong negative correlation with no time delay (Supplementary Fig. 6A). Taking into account that the polarity of EEG and LFP signals recorded in the deep cortical layers is reversed, the work of Saleem et al. (2010) implies that transitions to a depolarized state occur.

**Figure 3.** Preferred phase-of-firing of LC and PFC neurons. (A, B) Phase-of-firing distribution (colored area plot) with respect to the slow oscillation for a representative LC (A) and mPFC (B) case; 2 phase cycles are shown for clarity. The dashed line displays the fitted von Mises probability distribution. (C, D) Phase-of-firing distribution for all significantly phase-locked cases: 52\% of LC and 100\% of mPFC data sets. The gray sinusoidal wave is a schematic representation of an average slow oscillation after correcting for interbrain region or intersubject comparisons more accurate.

The preferred phase was concentrated within the range of 200–300\(^\circ\) (circular population mean 251\(^\circ\)) (Fig. 3C), this range corresponding to the ascending (depolarizing) phase of the slow wave (Fig. 3E). The preferred phase was concentrated within the range of 200–300\(^\circ\) (circular population mean 251\(^\circ\)) (Fig. 3C), this range corresponding to the ascending (depolarizing) phase of the slow wave (Fig. 3E).
(with our phase conventions) at 270° of the EEG slow wave. Overall, these results suggest that LC fires preferentially close to the time of transition to the Up state, while prefrontal neurons preferentially fire during the depolarized state, well after the Down-to-Up state transition.

**LC and mPFC Neurons Are Maximally Locked to the Slow Oscillation at Different Temporal Offsets**

In addition to establishing the statistical significance of phase locking, we further characterized the strength of locking in the 2 regions by computing the circular variance. To investigate the potential causal relationships in the observed phase locking, we computed the strength of phase locking as a function of the time shift \( \tau \) between the detected slow oscillation and the LC or mPFC neuronal spike trains following Siapas et al. (2005), see Materials and Methods. Computing phase locking between time-shifted EEGs and LC spikes is of interest for several reasons, discussed in detail by Siapas et al. (2005). First, when no shift is applied, the maximal strength of locking is not always revealed (for an example, see Supplementary Discussion). Second, the time shift analysis helps to rule out the possibility that locking is merely due to intrinsic periodicities of the firing signals. Third, the shift analysis helps to establish a temporal order of the firing events that lock to the slow wave. Knowing the temporal order of events is, in turn, useful to identify which events are causes and which are effects.

The dependence of the strength of locking on the time shift, averaged separately over significantly phase-locked LC recordings (52%, 17/33) and mPFC neurons (100%, 15/15), is shown in Figure 4A (note that our convention is to report the lag \( \tau \) by which we shifted the EEG trace). It is apparent that the neurons in both regions are only phase locked to slow waves for a time shift range of approximately 400 ms in either future or past. Therefore, the locking of PFC and LC neural activity to the slow oscillation cycle cannot be explained by some intrinsic periodicity of the spiking signals at roughly the same frequency. Naturally occurring high-amplitude slow waves are not constant in frequency but show a pattern of small frequency fluctuations over time. Because of such microstructure of slow waves, a neuron with rhythmic firing at a fixed frequency in the slow frequency (<2 Hz) range will not necessarily show phase locking. The results reported in Figure 4A show that both mPFC and LC neurons truly lock to the microstructure of the slow waves.

Finally, we compared the distribution of locking strength. These results are shown in Figure 4D both for the case of \( \tau = 0 \) (no shifting between spikes and EEG) and for the \( \tau \) value corresponding to the maximal locking of the population average. Figure 4 shows that the strength of locking was comparable in the 2 neuronal populations when only significantly locked cases were considered (52% and 100% for LC and mPFC neurons, respectively). For example, at time of maximal locking, the average locking strength was 0.16 ± 0.02 and 0.21 ± 0.02, for mPFC and LC, respectively (Fig. 4B). Thus, the major difference between the locking properties of the 2 brain regions lies in the proportion of modulated neurons (100% for PFC and ~50% for LC). The significantly modulated LC neurons were locked as strongly as the PFC neurons to the slow oscillation cycle recorded in the frontal EEG. As expected, a stronger locking to the slow waves was obtained for mPFC neurons when the slow waves were detected in the LFPs recorded from the same electrode tip. This reflects tighter relationships within a local cortical circuit (Supplementary Fig. 6B).

Figure 4A illustrates that, for both mPFC and LC neurons, the maximal locking was reached at negative time shifts \( \tau \) (< 0 means EEG slow wave shifted back in time with respect to the spike train). Since the distribution of \( \tau_{\text{max}} \) was non-Gaussian, nonparametric statistics were used for further analyses. Prefrontal spikes were maximally locked to the slow waves shifted back in time with a median delay \( \tau_{\text{max}} \) of ~105 ms (interquartile range ~140 to ~51 ms). The median delay \( \tau_{\text{max}} \) of the mPFC population was significantly different from zero (Wilcoxon signed-rank test; \( P < 0.001 \); Fig. 4C). This confirms that prefrontal neuronal activity contributes preferentially to the part of the slow wave around its peak that corresponds to a period of maximal cortical excitability. The maximal phase locking of the LC spikes occurred at time delays which were significantly negative (Wilcoxon signed-rank test; \( P < 0.05 \)), although at a significantly shorter delay (Wilcoxon rank sum test; \( P < 0.05 \)) than that of mPFC spikes. The median time offset of maximum locking of LC spikes was \( \tau_{\text{max}} \) = ~50 ms (interquartile range ~96 to 8 ms). The fact that LC neurons

---

**Figure 4.** Strength of locking to the slow oscillation. (A) Strength of locking of LC and mPFC spikes to the slow oscillations for different values of the offset \( \tau \) by which the slow oscillation cycle was shifted with respect to the spike train (see Materials and Methods). Curves are plotted as average (solid line) and standard error of the mean (shaded area) across the population. Only significantly phase-locked cases (52% of LC units and 100% of PFC data sets) are considered. Note that the strength of locking is comparable in the 2 brain regions. (B, C) Bars represent the population median (with error bars indicating interquartile range) of the maximal strength of locking (\( \tau_{\text{max}} \)) and the offsets \( \tau_{\text{max}} \) at which the maxima occurred (C). Note the \( \tau_{\text{max}} \) for both LC and mPFC neurons was negative and significantly different from zero. (D) The angular areas in the polar plots show the distribution of the preferred phase-of-firing angles for LC (blue) and PFC (green). Light colors are used to indicate the whole (min-to-max) range. Darker areas show the standard error of the mean. Note the almost nonoverlapping LC and mPFC phase-locking regions. The radius of the angular segments indicates the strength of locking. The top plot shows the locking at \( \tau = 0 \) and the bottom plot shows the locking at \( \tau \) corresponding to the maximal strength of locking of the population average. * = \( P < 0.05 \) for between-group comparison, # = \( P < 0.05 \) for within-group comparison.
are maximally locked to the EEG slow wave shifted a few tens of milliseconds back in time is consistent with the interpretation that LC spikes influence the ascending edge of EEG slow wave.

**Specificity of the LC Locking to Cortical Slow Oscillations**

We also analyzed the data sets obtained from 4 rats with recording in brain stem structures adjacent to the LC nucleus. The electrode placements for these cases are illustrated in Supplementary Figure 2. Histological examination of the recording sites showed that in one rat the electrode track was medial to LC in close proximity to the posterioridorsal tegmental nucleus (PDTg, \( n = 4 \) cases). In the second rat, the recordings sites were anterior to LC (\( n = 10 \) cases), some of them most likely corresponding to the laterodorsal tegmental nucleus (LDTg). Recordings from the third rat were obtained ventrally to the LC in subcoeruleus region (\( n = 9 \) cases). Some neurons located ventral to LC expressed robust firing during REM sleep and were essentially silent during NREM sleep (\( n = 8 \)) and thus could not be subjected to the phase analysis. None of the neurons recorded in 4 brain areas adjacent to LC (\( n = 19 \) cases) showed a sign of locking to the cortical slow oscillation cycles (Supplementary Fig. 2).

**Discussion**

The present study provides a precise analysis of LC temporal relations to slow oscillations in the nonanaesthetized state, during natural sleep. Additional phase analysis clearly establishes that there is almost no overlap in the preferred phase-of-firing of mPFC and LC neurons relative to the slow oscillation cycle (Figs 3 and 4). A population of LC neurons (52%), time locked to the slow oscillation cycles, fires during the rising edge of the EEG slow wave (previously shown to correlate with transition from Down-to-Up state), while mPFC neurons fire later, namely around the peak of the slow wave. This presumably corresponds to the time of maximal cortical excitability during Up states. Thus, in the chain of the events leading to cortical depolarized states, LC neurons fire before mPFC. This result rules out the possibility that LC firing is caused by prefrontal descending input during Up state. It rather suggests that in prefrontal–coerulear interactions, LC leads mPFC activity.

Phase analysis of the firing of mPFC neurons as a function of the slow oscillation cycle confirmed several previous reports that cortical neurons fire during the Up state (Mölle et al. 2006; Volgushev et al. 2006; Lukac et al. 2007; Peyrache, Benchenane, et al. 2009; Chauvette et al. 2010). Furthermore, there is minimal overlap in the preferred phase-of-firing of mPFC and LC neurons relative to the slow oscillation cycle (Figs 3 and 4). This sheds some light on our early observation in anesthetized rats that showed antecorrelated temporal firing pattern for prefrontal and LC neurons with LC neurons firing in between the cortical bursts (Sara and Herve-Minvielle 1995, see Fig. 4). This phasic opposition was seen, if and only if both regions were in a slow oscillation mode (Lesiencne et al. 1997).

The strength of locking to the EEG slow oscillations is comparable in the 2 brain regions. However, mPFC and LC neurons are maximally locked to the slow oscillation at different temporal shifts, reflecting different relations between the neuronal activity in each region, and the global EEG signal. Prefrontal spikes are maximally locked to the slow oscillation shifted approximately 100 ms back in time. This observation implies that prefrontal firing contributes maximally to the part of the slow oscillation around its positive peak, which corresponds to cortical Up state. LC spikes are maximally locked to the slow oscillation shifted approximately 50 ms back in time: This result suggests that the LC-NE system contributes to the Down-to-Up state transition. Overall, the fact that LC activity is so closely related to spontaneous fluctuations of cortical excitability implies a functional prefrontal–coerulear interaction during NREM sleep. The relative temporal order of firing of LC and mPFC neurons, together with the evidence for LC firing on the ascending edge of the EEG slow wave, suggests that LC may well be involved in promoting or facilitating Down-to-Up state transitions.

Prefrontal–coerulear interaction can be supported by the reciprocal monosynaptic pathways between the mPFC and LC, revealed through functional and anatomical studies in rats (Luppi et al. 1995; Sara and Herve-Minvielle 1995; Jodo et al. 1998). NE has complex excitatory and inhibitory effects on cortical cells, depending on concentration of the NE and on receptor distribution and affinity in the target region (McCormick et al. 1991). γ-aminobutyric acidergic neurons are also modulated by NE, with subsequent impact on firing of the cortical pyramidal cells (McCormick and Wang 1991). LC heavily innervates thalamic nuclei where NE depolarizes thalamocortical relay cells and causes an increase in their single-spike discharges (McCormick 1989). Finally, most important to our study, NE strongly affects the intrinsic excitability of cells by depolarizing the membrane potential (McCormick et al. 1991). Synchronized depolarizing of the membrane of a large number of cells is characteristic of the depolarized state (Steriadi et al. 1993a, 1993b), with the activity spreading from a small number of particularly excitable cells to the rest of the cortical network (Sanchez-Vives and McCormick 2000; Volgushev et al. 2006; Lukac et al. 2007; Peyrache, Benchenane, et al. 2009; Chauvette et al. 2010). Thus, LC firing at the critical time window may facilitate the transition of less excitable cells to an active mode and thus result in recruiting more cells into the functional network. Cortical efferents could, in turn, influence LC activity via direct projections to the LC from mPFC or via indirect pathways (Luppi et al. 1995). The frontal cortex provides both excitatory and inhibitory influences on LC neurons (Sara and Herve-Minvielle 1995; Jodo et al. 1998), although only a small population of neurons in the prefrontal region (~8%) are antidromically driven by stimulation of the LC (Sara and Herve-Minvielle 1995). This frontal influence on LC may contribute to the synchrony during slow oscillations and could account for the fact that only 50% of LC neurons were phase locked to the cortical oscillation. Moreover, other regions may contribute directly or indirectly to the locking of LC neurons to the PFC oscillation, but this remains to be explored.

The tight temporal relation between fluctuations in cortical excitability state and LC activity can be viewed in the light of electrophysiological studies suggesting that slow oscillations synchronize not only cortical activity but also a number of subcortical structures, particularly the thalamus and the hippocampus (Steriadi, Conreras, et al. 1993; Timofeev and Steriadi 1996; Isomura et al. 2006). Other neuromodulatory nuclei also show synchrony with cortical slow oscillations.
Under anesthesia-induced slow oscillations, cholinergic cells of the pedunculopontine tegmental nucleus (Balatoni and Detari 2003; Mena-Segovia et al. 2008) and putative cholinergic cells of the basal forebrain (Nunez 1996) fire during the cortical Up state. LFPs in the ventral tegmental area (VTA) show high coherence with slow oscillations in PFC, with peaks in PFC slightly preceding those in VTA, leading the authors to suggest that PFC may be driving VTA, while dopamine input from VTA may act to sustain the cortical Up state (Peters et al. 2004). The results of electrophysiological studies have been corroborated by a recent combined EEG and fMRI study in humans revealing significant blood oxygen level–dependent responses associated with slow oscillations in several brain regions including midbrain and brain stem cholinergic and aminergic nuclei, especially LC (Dang-Vu et al. 2008). Thus, slow oscillations provide a mechanism for a coordinated activity of distant and, possibly, functionally connected neuronal populations. It is evident from all these studies that different neuronal populations have different phase preferences relative to the slow oscillation cycle, possibly reflecting the specific nature of the cross-region interaction. The present study clearly demonstrates in naturally sleeping rats that LC neurons consistently fire at a critical time at the Down-to-Up state transition.

The functional significance can be appreciated within the context of sleep-mediated memory consolidation. The cortical slow oscillations are thought to temporally coordinate the neural activity in other brain areas and thus facilitate interregional communication (Buzsaki 1996). Slow oscillations tend to group delta waves and sleep spindles (Steriade et al. 1993a, 1993b; Mölle et al. 2002, 2006). The sharp wave/ripple complexes recorded in hippocampus are likewise grouped by slow oscillations (Sirota et al. 2003; Battaglia et al. 2004; Mölle et al. 2006). It is during these large-scale high-frequency events that ensembles of neurons “replay” the experience-induced patterns (Kudrimoti et al. 1999; Nadasy et al. 1999; Ji and Wilson 2007; Peyrache, Khamassi, et al. 2009; Johnson et al. 2010). These authors and others concur that the function of this neuronal replay is to enhance plasticity within and between brain regions, thereby promoting memory consolidation (Buzsaki 1996; Steriade and Timofeev 2003; Steriade 2006). A recent study by Peyrache et al. (2009) shows that “reactivation strength,” or replay, is greater after learning a new rule in a prefrontal-dependent task. The patterns of activity that contributed most to the replay in mPFC after acquisition of a new rule were those that were activated at the choice point in the maze. LC neurons may be recruited at the same time, as a part of the extended cortico-hippocampal network encoding new information. This notion is supported by the fact that LC neurons display robust task-related firing: 1) when an animal is engaged in goal-directed behavior, 2) is presented with salient stimuli, or 3) anticipates reward (Bouret and Sara 2004, 2005; Aston-Jones and Cohen 2005).

We have recently shown that LC neurons exhibit a learning-dependent transient activation during NREM sleep (Eschenko and Sara 2008). If the LC-NE system is, indeed, part of the functional learning-associated network, then release of NE contemporaneously with the reactivation of cortico-hippocampal ensembles will serve to reinforce the synaptic plasticity in a selected subpopulation of neurons. It has been known for a long time that NE has a facilitative and even a permissive effect on synaptic plasticity within the hippocampus (Neuman and Harley 1983; Kitchigina et al. 1997), and recent work shows similar effects within the mPFC (Marzo et al. 2009). Moreover, a recent study shows that electrical stimulation of LC enhances and prolongs the long-term potentiation of hippocampal-prefrontal synapses induced by high-frequency stimulation of hippocampus (Lim et al. 2010). This demonstration of facilitation of synaptic plasticity between the 2 brain regions by activation of the LC, together with the present results indicating that activation of the LC-NE system occurs at the times of the cortico-hippocampal neuronal replay, suggests a novel and intriguing role for the LC in sleep-dependent memory consolidation.
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