Descending Systems Translate Transient Cortical Commands into a Sustained Muscle Activation Signal
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Controlling motor actions requires online adjustments of time-varying parameters. Although numerous studies have attempted to identify the parameters coded in different motor sites, the relationships between the temporal profile of neuronal responses and the dynamics of motor behavior remain poorly understood in particular because motor parameters such as force and movement direction often change over time. We studied time-dependent coding of cortical and spinal neurons in primates performing an isometric wrist task with an active hold period, which made it possible to segregate motor behavior into its phasic and sustained components. Here, we show that cortical neurons transiently code motor-related parameters when actively acquiring a goal, whereas spinal interneurons provide persistent information regarding maintained torque level and posture. Moreover, motor cortical neurons differed substantially from spinal neurons with regard to the evolution of parameter-specific coding over the course of a trial. These results suggest that the motor cortex and spinal cord use different control policies: Cortical neurons produce transient motor commands governing ensuing actions, whereas spinal neurons exhibit sustained coding of ongoing motor states. Hence, motor structures downstream to M1 need to integrate cortical commands to produce state-dependent spinal firing.
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Introduction

During movement, the motor system is required to continuously adjust the machinery which produces actions while integrating general information about the environment (e.g., spatial location of targets) and the internal state (e.g., limb configuration). Activity in the motor cortex has been shown to be related to both low-level (Kalaska et al. 1989, 1997; Cabel et al. 2001; Kurtzer et al. 2005, 2006) and high-level (Georgopoulos et al. 1982, 1986; Schwartz et al. 2004) parameters but the coding of these attributes has often been found to be interdependent (Scott and Kalaska 1995), suggesting that these 2 representations may coexist in the activity of single motor cortical neurons (Kalaska 2009). Clearly at some stage, this mixed representation must be resolved since motoneurons (MNs) produce an unequivocal muscle command. Several mechanisms have been proposed to explain the way muscle commands are extracted from the cortical representation. In one scenario, a small group of motor cortical neurons specifically translates the mixed cortical representation into a muscle-based command, which is subsequently transmitted downstream to muscles (Kakei et al. 1999, 2001). Alternatively, the extensive connectivity of the motor cortex with multiple subcortical sites (Baldassera et al. 1981; He et al. 1993; Porter and Lemon 1993; Lemon 2008) could be used to extract the muscle command from the integrated cortical representation (Shah et al. 2004).

Recently, based on the finding that intrinsic commands emerge first downstream to M1, we hypothesized that spinal interneurons do not serve as a simple integrator of cortical signals but act as a processing link in the translation of motor commands into muscle-based signals (Yamai et al. 2007, 2008; Harel et al. 2008). To further test this hypothesis, we studied the response properties of neurons in the motor cortex, spinal cord, and of working muscles, while 3 monkeys performed a 2D wrist task designed to dissociate motor parameters (Kakei et al. 1999).

Here, we show that the directional-torque tuning of single cortical and spinal neurons had a similar shape but different spatiotemporal distributions: Cortical neurons expressed a temporally transient and spatially uniform preferred direction (PD) distribution consistent with a brief representation of the target space, whereas spinal PDs were spatially biased but temporally stable, consistent with the muscle activation profile. Analyzing the information content of cortical and spinal neurons further distinguished the transient nature of cortical coding from the enhanced sensitivity of spinal neurons to static motor states. These results are in line with a distributed mode of processing in the motor system in which the motor cortex codes motor commands which integrate both the required "muscle-based" parameters of the action and the externally defined target to be obtained, while the spinal circuitry maintains the ongoing motor state. These distinct coding properties indicate that elements downstream to M1 further process motor commands to make it suitable for driving working muscles.

Materials and Methods

Animals and Behavioral Task

Three female monkeys (M. fascicularis, 3-4 kg) performed an isometric 2D wrist task with an instructed delay period (Fig. 1a). During task performance, the monkey held its hand in either a pronation or supination position and controlled a cursor on a computer screen by applying a 2D isometric torque at the wrist (flexion/extension and radial/ulnar). A trial was initiated by the appearance of a central target (Trial onset). The monkey positioned the cursor inside the target by generating zero torque for a rest period (500-600 ms). Then, 8 uniformly distributed peripheral targets appeared around the center target at a fixed distance, defining the onset of a delay period. One of these peripheral targets was presented in a distinct color for 500 ms (Cue). The disappearance of the central...
target (monkey V, 1300–1700 ms, monkeys D and G, 850–1200 ms after target onset) served as the “Go” signal. The monkey then had to shift the cursor into the previously cued target by generating an isometric torque ramp (Torque onset) in the appropriate direction and magnitude and keep the cursor within the target for an active hold period (350–750 ms, monkeys G and V, 700–1000 monkey D). The reappearance of the central target (occurring simultaneously with the disappearance of the peripheral targets) signaled the end of the active hold period. The monkey returned to the rest position (Torque offset) and received a reward, after which the screen went blank for 1000–1500 ms and a new trial started. The timing between externally induced events (e.g., between Cue onset and the Go signal) was randomly varied from trial to trial. The required torque level during the hold period was adjusted for each monkey to obtain persistent muscle activity without causing fatigue. During the hold period, torque values were in the range of 30 mNM (mean, 28.6 mNM, median, 27.3 mNM) with some variation across monkeys (median of 33 mNM, 25 mNM, and 27 mNM for monkeys D, G, and V, respectively). The allowed torque variation once the cursor was in the target was less than 5 mNM (5.9, 3.88, and 4.96 mNM for monkeys D, G, and V, respectively). Times of torque onset and offset were defined offline as crossing of a threshold by the derivative of the torque signal. These events (the beginning of Torque onset and the beginning of Torque offset) were used to align neural activity during analysis of neuron responses.

Recording Sessions
Details of the recording technique are described elsewhere (Yanai et al. 2007). A cortical chamber was implanted above the motor cortex, and the location of the arm-related primary motor cortex (M1) was mapped using a train of stimulating pulses (50 ms of biphasic stimulation delivered at 300 Hz with intensity ≤60 µA). In this study, we selected cortical neurons that were recorded from the arm-related area in the primary motor cortex (threshold for evoked response <15 µA). Subsequently, a spinal chamber was implanted above the cervical spinal cord (C6-T1). Extracellular single-unit activity was recorded simultaneously from the motor cortex and spinal interneurons (INs) located at intermediate lamina while the monkey performed the task (using 1–2 cortical electrodes and a single spinal electrode). We targeted spinal neurons that were located deep in the intermediate to ventral spinal lamina recorded deeper than 1 mm from the first cells encountered. These neurons differed in firing properties from dorsal horn neurons as well as from MN (Prut and Perlmutter 2003a, 2003b). We did not encounter any MN action potentials when averaging muscle activity around spike firing times, although a small proportion of false negatives could have been possible.

We recorded electromyogram (EMG) activity using either subcutaneous (monkey V) or transcutaneous (monkey D and G) electrodes from selected identified arm and forearm muscles. These included the Flexor-carpi-ulnaris (FCU), Palmaris Longus (PL), Flexor-carpi-radialis (FCR), Flexor-digitorum-superficialis (FDS), Flexor-digitorum-profundus (FDP), Pronator-Terres (PT), Extensor-carpi-ulnaris (ECU), Extensor-digitorum-carpi (EDC), Extensor-carpi-radialis (ECR), Extensor-digitorum-15 (ED15), Extensor-digitorum-23 (ED23), Abductor-pollici-longus (APL) Bicep, Tricep, and Deltoid. After the recordings were completed, 2 monkeys (D and G) were deeply anesthetized (ketamine, pentobarbital, 30 mg/kg), and pins were inserted into known coordinates of the cortical implant. The animals were then euthanized with pentobarbital sodium (50 mg/kg iv) and perfused with 10% formalin and 4% paraformaldehyde. Cortical locations of penetrations relative to anatomical landmarks were subsequently reconstructed (Fig. 1b).

Data Analysis
Response Properties of Neurons
To test the tuning properties of cells, we selected cells for which we had more than 40 correct trials per posture and at least 6 targets for which we had more than 5 trials per target.

We first tested cells for significant PD (resampling method [Crammond and Kalaska 1996], P < 0.05) during the -200 to +500 ms window around torque onset. Here, we compared the length of the...
vector obtained by vector summation of the directional activity of the cell with the expected length obtained after random assignment of direction of the single trial data and recomputation of the length of the summed activity. The shuffling method was repeated 4000 times to allow testing of the statistical significance of the result. In order to further study tuning properties, we looked for cells in which tuning was unimodal by testing their tuning for significant fit to a von Mises function (Amirikian and Georgopoulos 2000) (Matlab function “lsqcurvefit”) at a significance level of \( P < 0.01 \). The von Mises distribution is the circular analog of the normal distribution on a line. The function we fitted had 4 parameters:

\[
 f(x|a, b, \theta, \kappa) = a + b \cdot e^{\cos(x - \theta)},
\]

where \( a \) represents baseline rate, \( b \) modulation, \( \kappa \) tuning width, and \( \theta \) PD. To compute the von Mises fit, we considered cells with a number of trials exceeding the above criteria for a minimal number of trials. The significance test was based on the explained variance of the fit, and only cells with a significant PD and a significant VM fit (\( F_{\text{test}}, P < 0.01 \)) were considered to be tuned cells.

Computing the tuning properties during torque offset was carried out in a similar manner but during a time window of -200 to +500 ms around the time at which the monkey started to shift the cursor back to the central target (i.e., the end of the active hold period).

Perievent Time Histogram

For cells which passed the above criteria, we computed the perievent time histogram (PETH) around torque onset and torque offset as defined above. In both cases, the aligning event was the beginning of torque production, which was defined offline based on the derivative of the torque signal (Yanai et al. 2007). The PETH was obtained by counting spikes in 20-ms bins. We then averaged these histograms for the target nearest the neuron’s PD across all neurons (spinal and cortical neurons separately). This procedure yielded a population-based temporal profile of activity in the PD.

For data analysis of muscle activity, we considered only those muscles that expressed significant unimodal tuning (Table 1). Averaged muscle response around torque onset was normalized by first removing the baseline and dividing by the standard deviation, both computed from slightly negative values to near zero values, reflecting the fact that early windows captured the rising phase of the EMG signal.

### Table 1

<table>
<thead>
<tr>
<th>Extensors</th>
<th>APL</th>
<th>EDC</th>
<th>ECR</th>
<th>ECU</th>
<th>ED23</th>
<th>ED45</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monkey D</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey G</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey V</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>Flexors</td>
<td>FCR</td>
<td>FDS</td>
<td>FCU</td>
<td>FDP</td>
<td>PL</td>
<td>PT</td>
</tr>
<tr>
<td>Monkey D</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey G</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey V</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Proximal</td>
<td>Biceps</td>
<td>Triceps</td>
<td>Deltid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monkey D</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey G</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Monkey V</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Cellsa</th>
<th>Pro datab</th>
<th>Sup dataa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Torque onsetc</td>
<td>213 (64, 95, 54)</td>
<td>157</td>
</tr>
<tr>
<td>Primary motor cortexd</td>
<td>83 (34, 0, 49)</td>
<td>54</td>
</tr>
<tr>
<td>Spinal</td>
<td>43 (15, 21, 7)</td>
<td>38</td>
</tr>
<tr>
<td>Muscles</td>
<td>158 (44, 78, 36)</td>
<td>109</td>
</tr>
<tr>
<td>Torque offsetc</td>
<td>52 (20, 0, 32)</td>
<td>26</td>
</tr>
</tbody>
</table>

Data for MI analysis

| Motor cortex | 319 (109, 0, 210) | 274 | 109 |
| Spinal cord | 168 (15, 0, 151) | 151 | 15 |

*aCounts the total number of cells, with the contribution of monkey D, G, and V in parentheses.

*bA single cell could have been tested in pronation and/or supination trials, so that \( N(\text{all cells}) = N(\text{Pro data}) + N(\text{Sup data}) \).

*cFor analysis of tuning and PETH shape, we took cells that were tuned around torque onset (or offset) based on a resampling method (\( P < 0.05 \)) and had a significant fit to the von Mises function (\( P < 0.01 \)).

*dArm-related areas of M1.

*eFor computing MI, we took cells from motor cortex and spinal cord with at least 50 trials in pronation and supination. Note that only monkey V had spinal neurons which met this criterion.

To compute the unconditional MI for monkey D, we studied cells with at least 50 trials in either hand posture. In this case, single cells could have contributed values for both postures.

Computing Mutual Information for Neuronal Data

Mutual information (MI) (Cover and Thomas 2006) between F, the number of spikes in a given window, and torque direction D, was calculated by using the joint probability \( p(f, d) \) of a cell firing \( f \) spikes in the window, while the torque direction was \( d \). The overall probability \( p(f) \) of observing \( f \) spikes in the window was obtained by marginalization:

\[
 p(f) = \sum_d p(f, d) \quad \text{and} \quad p(d) = \sum_f p(f, d) \nonumber
\]

Given these probabilities, the MI (in bits) between \( F \) and \( D \) was defined to be:

\[
 I(F; D) = \sum_{f,d} p(f, d) \log_2 \left( \frac{p(f,d)}{p(f) \cdot p(d)} \right) \nonumber
\]

In practice, the probabilities \( p(f,d) \) are approximated by the empirical probabilities \( \hat{p}(f,d) \) for every cell and given time window; given a count matrix \( C(i,j) \) whose \((i,j)\) entry is the number of times \( f \) spikes were observed for torque direction \( i \), we have \( \hat{p}(f,d) = \frac{C(i,j)}{\sum_{f,d} C(i,j)} \nonumber \)

This leads to an empirical approximation of the MI:

\[
 \hat{I}(F; D) = \sum_{f,d} \hat{p}(f,d) \log_2 \left( \frac{\hat{p}(f,d)}{\hat{p}(f) \cdot \hat{p}(d)} \right) \nonumber
\]

where \( \hat{p}(f, d) \) and \( \hat{p}(d) \) are derived by marginalization of \( \hat{p}(f, d) \).

As there were 8 different torque directions and a typical cell can emit 15 spikes within a 500-ms window, there were as many as \( 8 \times 15 = 120 \) different probabilities to assess, with about 100 or so trials conducted. This resulted in undersampling, which in turn is known to lead to a positive bias in the estimation of MI values (Treves and Panzeri 1995; Panzeri et al. 1996).

In the current work, we used a method developed by Nelken et al. (2005), which has been shown to consistently and relatively robustly offset this positive bias. The method is as follows.

Treves and Panzeri (1995) calculated an asymptotic expansion of the expected positive bias encountered when calculating MI based on empirical probabilities derived from count matrices. The expansion is in inverse powers of the number of samples \( N = \sum_i C(i,j) \) for an \( m \times k \) count matrix with \( N \) samples, the first term in this expansion is:

\[
 \frac{(m-1)(k-1)}{2 \cdot \ln 2 \cdot N} \nonumber
\]

(the other terms depend on the hypothetical true underlying probability and thus cannot be calculated).
each step, the "naïve" MI is calculated as in equation (2), and the approximate bias is subtracted following equation (3). This gives an estimate of the true MI. After this is calculated, the matrix C is reduced by adjoining the least probable column (or row) to its least probable neighbor. In our setup, columns correspond to the number of spikes emitted; for example, if a cell occasionally fired 8 spikes and 6 spikes, but never 7 spikes, the 7 spike column would have a probability of 0 and would be merged with one of its 2 neighbors (the one with the lower probability). Typically, as the 8 spike directions were more or less evenly spread, whereas the different spike numbers were far from being so, initially the algorithm merged columns until they were all roughly equiprobable with the rows. The merging ends when the matrix has one row or column.

With each binning step, the naïve MI is reduced but so is the bias. The binning in which the difference between the 2 is greatest is considered optimal from a debiasing point of view. The bias-corrected MI value obtained by this binning method was the MI value used in further analyses. In order to further prevent overestimation of MI, only cells with at least 50 trials per posture were included in these analyses. Note that these cells were not necessarily directionally tuned. We used 2 window sizes for the analyses, spanning either 500 or 300 ms. Window sliding was in steps of 10 ms.

MI conditioned on posture, \( R(F;D|P) \) was calculated in a similar way:

\[
I(F;D|P) = \sum_{pos} p(pos) \sum_{f,d} \left( \log p(f,d|pos) - \log \left( \frac{p(f) \cdot p(d)}{p(f,p)} \right) \right)
\]

where \( p(pos) \) is the probability of each of the different postures (pronation or supination). \( R(F;D|P) \) was calculated analogously.

Data Sets Used for Analysis
We recorded a total of 555 motor cortical cells (178, 103, and 274 from monkeys D, G, and V, respectively) and 292 spinal cells (66, 0, and 226). To analyze the tuning and response properties of spinal and cortical neurons (Table 2), we considered tuned motor cortical and spinal neurons (more than 40 trials per posture and at least 6 targets for which the number of trials \( \geq 5 \)) with a significant fit to the von Mises function. For this purpose, motor cortical neurons were selected from sites that evoked an arm response when applying stimulation at an intensity \( \leq 15 \mu A \). To compute the MI, we used all the motor cortical and spinal cells with at least 50 trials in pronation and supination from monkeys D and V for which we had both cortical and spinal data. In this case, we used a more lenient criterion for including motor cortical neurons that were not necessarily from low-threshold and/or arm-related sites. To study the effect of extended delay (used in monkey D only), we used the MI between firing rate and direction given a single hand posture—\( R(D; F|P = p) \).

Table 2 summarizes the number of cells and muscles used for the different analyses.

Results

Differential Dynamic of Response Patterns Observed for Cortical Neurons Versus Spinal Neurons
The task we used required the monkeys to shift the cursor to a precued peripheral target and to generate a persistent and constant torque level to maintain the cursor within the peripheral target until a release signal was given, at which point the monkey shifted the cursor back to center (Fig. 1a). We studied the evolution of cortical and spinal activity in the PD for tuned neurons. We found that in the PD, cortical neurons often expressed a transient response, which was more pronounced during torque ramp but decayed during active hold (Fig. 2a). On the other hand, INs fired persistently throughout the torque ramp and active hold periods in the PD. At the end of the hold period, the sustained activity of tuned INs was reduced and returned to baseline levels (Fig. 2b). By contrast, tuned cortical neurons were recruited during this period and thus responded in a transient manner. For comparison, we computed the response profile of active muscles with significant unimodal tuning properties (Fig. 3a). We found that the average response profile of muscles (distal and proximal) tended to be tonic, similar to spinal INs (Fig. 3b).

We further quantified single cell response profiles using an ad-hoc formulated PTI, which was based on the firing at onset and the sustained hold period (Fig. 4a). The index was the difference between the 2 values over their sum. Note that on average, the onset of muscle activity lagged behind the onset of neuronal activity. For this reason, we used different time windows to compute the PTI for neural and muscle activity (see Materials and Methods). Near-zero values corresponded to tonic response and values near 1 corresponded to the phasic response profile. We found (Fig. 4b) that spinal neurons tended to concentrate around zero values, whereas the mean of the cortical distribution was shifted toward positive values. The difference between the 2 distributions was significant (\( t \)-test, \( P < 0.001 \)). The PTI for muscles was narrowly distributed around zero, suggesting a high tendency for muscles to fire tonically in our task. This result was consistent for a variety of time windows used for computing the muscle PTI.

We further tested and found that motor cortical neurons that were either recorded from sites in which cortical stimulations evoked a short latency spinal response (Yamai et al. 2007) or had a functional link with forearm muscles (measured by spike-
Figure 3. Response profiles of forearm muscles. Activity of forearm muscles was recorded trans- or subcutaneously. (a) The average muscle activity around torque onset was computed for each of the 8 targets. Examples of extensor muscle (extensor carpi radialis-ECR) in pronation trials are shown together with the tuning curves and corresponding PD. The average radial torque is shown for each target (dashed lines). Average muscle activity in the target nearest the PD is highlighted in black. (b) The response of flexors, extensors, and proximal muscles in the PD was averaged separately. Each plot shows the overlay of a single muscle response profile (light gray) and the average profile (black). This figure shows the result obtained for pronation trials.

Figure 4. Quantification of single cells and muscle response profiles. (a) Average response profiles of cortical neurons (red), spinal neurons (blue), and working muscles (green). Standard error of the mean is shown around each profile. As neurons and muscles have a different scale, the profiles were adjusted arbitrarily to allow comparison of the response shape rather than response magnitude. Time windows for which average response was measured for computing the PTI are shown for neurons (fr2 and fr1) and muscles (fr2 and fr1). Note that fr2 was computed using a PETH that was aligned on torque offset and is shown here solely for purposes of illustration. (b) Distribution of PTIs (see text for formal definition) computed for cortical neurons (orange), spinal neurons (blue), and muscles (green). Arrows point to the mean level for each distribution. (c) Cumulative distribution of the PTIs shown in b. Lines (50% and 95%) are shown. (d) Distributions of PTIs computed for cortical neurons recorded from sites connected with spinal sites (red), unconnected cortical sites (orange), and cortical sites for which we found a functional linkage with forearm muscles (brown).
triggered averaging) had a similar PTI as did unidentified motor cortical neurons (Fig. 4d, Kruskal Wallis test, $P > 0.65$).

Finally, to test whether the same group of neurons were activated at onset and offset of active torque, we computed the preferred target difference for cortical and spinal neurons that were significantly tuned on both torque onset and torque offset (Fig. 5a,b). We found that the average difference in preferred target was around 180° for cortical neurons, indicating that these cells were activated for 2 opposing targets during torque onset and offset (Fig. 5c). In contrast, spinal PD differences were around 0°, indicating that cells were activated for the same targets during torque onset and offset (Fig. 5d). Hence, if we consider the sustained active-hold period as a single motor state, this state is maintained by a single spinal population, whereas distinct groups of cortical neurons mediate its onset and offset (in our case, shifting the cursor to target and back to center). Examples of single cortical and spinal neurons that expressed this differential target-related activity are shown in Figure 6a. Note that here we computed the preferred target and not the preferred torque direction, as used more often. Nevertheless, the difference in tuning consistency between cortical and spinal neurons was maintained even when examining the preferred torque direction.

Cortical and Spinal Neurons Have a Similar Tuning Shape but a Different Distribution of PDs

The PETH captures the response pattern of neurons for a specific (preferred) target, whereas the tuning function of a neuron captures its mean response across different targets. Tuning properties are commonly used to quantify the relationships between neuronal firing and external or internal parameters (Fig. 6a,b). Tuning functions of cortical and spinal neurons were similar for all parameters except for the baseline level that was higher for INs (Fig. 6c). Specifically, the distribution of tuning width (quantified as the width at half height) was nonsignificantly different for cortical and spinal neurons (Wilcoxon test for equal medians, $P > 0.85$). This result indicates that downstream motor structures do not operate by “sharpening” tuning functions.

Despite the similar tuning function of single spinal and cortical neurons, their respective PD distributions were considerably different. Cortical neurons expressed uniformly distributed PDs, whereas the PDs of INs were significantly biased (Fig. 6d, Rao test, $P < 0.05$). The observed bias rotated clockwise with hand posture, as expected from the distribution of muscle PDs (Fig. 6d). In pronation trials, this bias was consistent with an overrepresentation of flexor muscles, as was shown for spinal INs (Perlmutter et al. 1998). Interestingly, for supination trials, the downward bias remained with an added recruitment of neurons with PDs in lateral and upward directions. This added activation in supination trials might be related to the fact that performing the trials in this posture was more demanding and hence required a broader activation of INs. Nevertheless, although cortical PDs were consistent with the uniform distribution of targets in the torque/external space, spinal PDs bore more resemblance to the nonuniform PDs of working muscles.

MI between Neuronal Firing and Motor Parameters

Temporal response patterns and neuronal tuning are not necessarily independent properties of neuronal coding. Changes in response profile in the PD can be accompanied by rate modulation occurring for other (nonpreferred) directions such that directionality is either enhanced or canceled out. To investigate the possible interdependency between these 2 properties, we computed the MI between a cell’s firing rate and the coded variables (target direction and hand posture). MI expresses the reduction of uncertainty that a neuron’s activity provides about the value of a specific parameter, so that the MI between neurons located at different sites and a specific parameter can be compared directly. Intuitively, for a specific neuronal population, when the average MI (measured in bits) between a neuron and a parameter is high, a smaller set of independent neurons are required to fully encode this parameter. In our paradigm, 3 bits were required to code the 8 targets and one bit was required to code the 2 postures. We measured the conditional MI of cortical and spinal firing in relation to either target direction (MI$_D$) or hand posture (MI$_H$). The average MI$_D$ around torque onset (Fig. 7a) revealed only a slight tendency of cortical neurons to be more informative while firing at lower rates compared with INs. Nonetheless, the time-resolved MI$_D$ revealed 2 unique patterns: cortical neurons were significantly more informative before and during torque onset compared with INs (Fig. 7b), but during the late hold period, this trend was reversed and the spinal MI$_D$ was higher, as can be appreciated when aligning the time-dependent MI$_D$ on torque offset (Fig. 7c; plotted on expanded time and information axes). This behavior was particularly visible in trials with a longer active hold period (Fig. 7d) for which the dynamics of cortical MI$_D$ was unaffected by the extended delay, while the spinal MI$_D$ faithfully followed the torque profile. Note that when the hold
period is short (relative to the bin size used in the analysis), the difference between cortical and spinal MI is more difficult to capture since it is "diluted" by direction-related cortical information that reappears at torque offset. During this period, spinal MI decreases while cortical MI increases so that the difference between these 2 measures becomes smaller. Due to the bin size used in this analysis, this trend affected the temporal profile of MI even before torque offset.

Figure 6. Response properties of cortical and spinal neurons. (a) Raster plots of cortical (left) and spinal (right) units. Trials were aligned on torque onset and sorted according to target direction. The 700-ms epoch around torque onset used for computing the tuning shown in panel b is marked with a colored bar above each raster plot. (b) Single trial average firing rate (computed for a time window of −200 to +500 ms around torque onset) and the von Mises fit of the same cortical and spinal neurons shown in a. Preferred targets and number of trials (n) are shown for each unit. (c) The average tuning curves (obtained from cells with significant PDs and significant fit to the von Mises function) were computed for cortical (red) and spinal (blue) neurons. The figure shows (from left to right) the average tuning, the average tuning after removing the baseline from the single cell tuning function to reflect differences in the tuning gain, and the normalized tuning (after baseline removal) to reflect differences in tuning width. (d) Distribution of PDs for cortical neurons (left), spinal neurons (middle), and working muscles (right) in pronation (upper charts) and supination (lower charts) trials. A Rao test was used to determine significant deviation from uniform distribution and the obtained $P$ values (RAOp) are shown. For muscles, distribution of PDs for flexors (red), extensors (blue), and proximal muscles (green), computed for the same time window, are shown separately.
In this study, task performance required a correct estimate of hand posture that was constant within trials but changed across trials (either pronation or supination). Analysis of posture-related MI revealed that hand posture was encoded differently by the cortical and spinal populations: spinal MI was high throughout trial performance and consistently higher than cortical MI (Fig. 7). At torque onset, cortical MI momentarily reached the level of spinal MI. This result is congruent with the above result showing that spinal neurons are more informative about static motor states, whereas cortical neurons provide transient (yet often superior) information around times of change in the motor state.

Discussion

Early studies of the motor system formulated the question of cortical motor control in a categorical manner that contrasted a high level (Georgopoulos et al. 1982; Georgopoulos 1996; Moran and Schwartz 1999) with a low level (Kalaska et al. 1997; Todorov 2000; Scott et al. 2001; Morrow et al. 2007) coding scheme. More recent studies of the system have shown that motor cortical activity cannot be fully explained by either of these models alone (Scott and Kalaska 1997; Sergio and Kalaska 1997; Yanai et al. 2008; Kalaska 2009). Our study further explored the neuronal control of voluntary movements by using 2 different approaches: first, a direct comparison of cortical and spinal neurons was used to highlight the evolution of coding at different levels of the motor system. Second, an analysis of time-dependent changes in coding explored the consistency of coding during persistent motor states. In this manner, we showed first of all that the cortical response profile is transient, whereas spinal neurons fire persistently during torque production. Second, we found that while cortical neurons express...
a uniform distribution of PDs, spinal PDs were biased. Finally, studying MI between neuronal firing and task parameters revealed that cortical neurons are more sensitive to time-changing parameters while spinal neurons provide superior coding for static parameters. The discrepancy in both parametric coding properties and response profiles indicates that spinal activity cannot be modeled as a simple averaging of cortical command; rather, a more sophisticated decoding mechanism is required to translate the cortical command into the observed spinal activity. The consistency between spinal activity and muscle activity further indicates that elements downstream to M1 are more likely to contain a muscle-based motor command.

Cortical neurons exerted a predominantly transient command that contained a corepresentation of both intrinsic variables (hand posture) and extrinsic parameters (spatial location of targets). This activity preceded the motor action and thus had predictive value regarding the ensuing action. However, as soon as the target was reached, cortical activity waned substantially, despite the sustained torque produced by the monkey. Thus, the cortical command may not be able to function adequately as a low-level control signal because of its temporal properties which deviate from the exerted torque profile and its parametric content (i.e., a combined representation of internal and external parameters) as we showed previously when studying the coordinate frame of cortical neurons in the same task (Yanai et al. 2008).

The activity of spinal neurons is much more appropriate to function as a low-level muscle controller. The data here show that the temporal properties of this signal and its parametric content are closer to the actual state of the motor system at any given point. These results suggest that spinal neurons not only operate in the same coordinate frame as muscles (Yanai et al. 2008) but they provide a sustained drive to muscles when such torque profile is required. Our findings thus further extend earlier reports (Crammond and Kalaska 1996; Johnson et al. 1996) by suggesting that from the premotor cortex down to the spinal cord, there is a shift in response pattern (from phasic to tonic) and response timing (from premovement to sustained movement). Nevertheless, further verification is needed given the paradigmatic differences between our work and previous studies (in terms of task, working muscles, and data analysis).

The task used in this study may not provide a realistic picture of normal motor behavior. Motor actions are often transient and contain no sustained period of static torque. In these cases, we expect to obtain similar temporal pattern of cortical, spinal, and muscle activity. However, this similar activation pattern does not necessarily mean similar coding. In this respect, our task can be viewed not as a way of replicating normal motor conditions but rather as a way to dissociate the coding properties of cortical and spinal neurons.

Earlier studies described the distribution of PDs of cortical neurons as uniform (Georgopoulos et al. 1982), biased in a manner consistent with motor habits (Naselaris et al. 2006), or bimodal in a manner similar to the distribution of muscle PDs (Scott et al. 2001; Kurtzer et al. 2006; Herter et al. 2007). In our study, we limited behavior to a wrist task and found a discrepancy in the behavior of cortical and spinal neurons. Although cortical neurons had uniformly distributed PDs, spinal PDs were biased in a manner which at least in some cases was consistent with an uneven representation of flexor versus extensor muscles (Perlmutter et al. 1998). This discrepancy in PD distribution between cortical and spinal neurons might be interpreted as further evidence for the transformation of the more general cortical command into a muscle-based command (Harel et al. 2008).

In this study, we employed a population-based approach, pooling single neurons in each site to reveal a global coding scheme. This approach is consistent with previous attempts to identify motor cortical signals (Georgopoulos et al. 1986). Clearly, averaging across all neurons may mask the heterogeneity of the single-cell response profile. Nonetheless, analyzing single cell (and muscle) response profiles confirmed the validity of this approach as we found no multimodal distribution of response properties as might be expected if there were a few subpopulations among cortical (or spinal) neurons. Moreover, we found no unique relations between subgroups of neurons (e.g., cortical neurons recorded from CS sites in which stimulation evoked an orthodromic spinal response) and response profiles. This indicates that the phasic response profile of cortical neurons is a general phenomenon that also holds for output sites, suggesting that the translation to a tonic pattern most likely occurs downstream to M1. This result appears to be at odds with some evidence suggesting that the motor cortex contains specific subgroups of neurons which may act as low-level controllers, such as corticomotoneuronal (CM) cells which in some cases fire in a manner consistent with the temporal profile of the produced torque (Fetz and Cheney 1979; Cheney and Fetz 1980). It should be noted, however, that CM neurons constitute only a small fraction of motor cortical neurons (Porter and Lemon 1993), especially in terms of wrist movements and even these neurons have diverse response profiles (Hepp-Reymond et al. 1978). In addition, for spinal INs, no correlation was found between response profile and connectivity with muscles (Perlmutter et al. 1998), thus making it reasonable to expect that the response profile of neurons should be more tightly correlated with their input pattern and not with their output connectivity.

It should also be noted here that many studies have emphasized the diversity of spinal INs (Jankowska 1992), a feature which was not addressed in our study. It may have been the case that our criterion for using unimodally tuned INs to measure response profiles restricted the population of tested INs to a more homogeneous subgroup, as reflected by the narrow distribution of PTIs. A more comprehensive analysis is required to further identify these neurons in terms of their input and output connectivity.

The transient nature of the cortical signal could suggest cortical control of time-derivative motor parameters (e.g., velocity or torque derivative in isometric conditions) acting only at times of change in torque levels (Moran and Schwartz 1999). Furthermore, the discrepancy in preferred targets found for cortical neurons during torque onset and offset may suggest that cortical neurons code for torque direction, whereas spinal neurons code for torque level. However, we found that cortical information about target location substantially preceded the actual action and hence was available hundreds of milliseconds before any torque change could be detected (or controlled for) by this system. This delay is longer than the estimated lag between cortical signal and muscle activity, which was reported to be about 100 ms (Moran and Schwartz 1999). Furthermore, the possibility that cortical neurons simply code for torque derivative is inconsistent with our previous results (Yanai et al. 2008) showing that motor cortical neurons operate in a different coordinate frame than muscles.
Therefore, while motor cortical neurons often code information at times of change in the motor state, they do not appear to code the time derivative of low-level parameters per se.

Combining the results obtained in this study with previous results showing that just before movements cortical neurons operate in a coordinate frame which is in-between external and internal suggests that to translate the cortical signal into a muscle command the following steps take place: 1) rotation and scaling of arriving signals to complete the transformation from target space into muscle space and 2) transformation of a transient command into sustained firing which is suitable for continuous activation of the muscles. This process is responsible for decoding the integrated cortical command to eliminate the nonrelevant space-based components it contains. The exact subcortical site (or sites) at which these events take place remains unclear, and the involvement of subcortical but supraspinal sites cannot be ruled out. However, several spinal mechanisms may contribute to these processes. Specific termination patterns of corticospinal fibers may generate an independent representation of some motor parameters while averaging out redundant (e.g., external-related) information. Intrasegmental circuitry may act as a "latch" in translating a transient signal into sustained firing and further enhancing an independent representation of motor variables. In this context, neuromodulatory control (Kiehn et al. 1996; Heckman et al. 2004) may participate in prolonging cortical impact. Lastly, interactions between peripheral and spinal circuitry may provide the required rescaling of the uniform distribution of PDs into a biased, muscle-like representation as well as contributing to the persistent coding of stable motor states such as posture.
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