Convergent BOLD and Beta-Band Activity in Superior Temporal Sulcus and Frontolimbic Circuitry Underpins Human Emotion Cognition
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The processing of social information in the human brain is widely distributed neuroanatomically and finely orchestrated over time. However, a detailed account of the spatiotemporal organization of these key neural underpinnings of human social cognition remains to be elucidated. Here, we applied functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG) in the same participants to investigate spatial and temporal neural patterns evoked by viewing videos of facial muscle configurations. We show that observing the emergence of expressions elicits sustained blood oxygenation level–dependent responses in the superior temporal sulcus (STS), a region implicated in processing meaningful biological motion. We also found corresponding event-related changes in sustained MEG beta-band (14–30 Hz) oscillatory activity in the STS, consistent with the possible role of beta-band activity in visual perception. Dynamically evolving fearful and happy expressions elicited early (0–400 ms) transient beta-band activity in sensorimotor cortex that persisted beyond 400 ms, at which time it became accompanied by a frontolimbic spread (400–1000 ms). In addition, individual differences in sustained STS beta-band activity correlated with speed of emotion recognition, substantiating the behavioral relevance of these signals. This STS beta-band activity showed valence-specific coupling with the time courses of facial movements as they emerged into full-blown fearful and happy expressions (negative and positive coupling, respectively). These data offer new insights into the perceptual relevance and orchestrated function of the STS and interconnected pathways in social–emotion cognition.
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Introduction

The ability to rapidly decode indicators of the emotional states of others not only provides the basis for social cognition, but also forms the foundation for a skill that has been necessary for survival since the dawn of primitive societies (Darwin 1872; Ekman 1972; Leopold and Rhodes 2010). This capacity is no less crucial for success in negotiating today’s interpersonally complex world. Indeed, perturbations of this process are linked to several neuropsychiatric disorders (Adolphs 2010). Dynamically changing configurations of facial muscles provide the most immediate such emotional cues (Darwin 1872), and neurophysiological and imaging studies during processing of facial expressions implicate a spatially distributed neural network including the inferior occipital cortex (IOC), superior temporal sulcus (STS), and parietal, premotor, and frontolimbic regions (Haxby et al. 2000; Trautmann et al. 2009). The occipital and temporoparietal components of this network are implicated in visuo-spatial cognition, whereas the premotor and frontolimbic regions are shown to be involved in motor simulation and mnemonic and/or experiential aspects of facial emotion processing (Haxby et al. 2000; Dolan 2002; Gallese et al. 2004).

The STS, in particular, plays a central role in face processing circuitry. This region possesses strong reciprocal connections with frontal and paralimbic regions (Yeterian and Pandya 1991; Karnath 2001), as well as with the putamen, caudate, and pulvinar nucleus of the thalamus, which has connective inputs from subcortical visual tectum (Ledoux 1998) and input–output connections with visual cortical areas. This unique pattern of connections allows the STS to serve as a functional interface between the ventral and dorsal visual processing streams, thereby mediating the integration of object–space-related visual information (Karnath 2001; Keyser and Perrett 2004; Stein and Stanford 2008). Furthermore, connections between 1) the STS and primary (Yeterian and Pandya 1991) and secondary visual (Allman and Kaas 1974), parietal, and premotor regions (which we collectively refer to here as “sensorimotor cortex”); and 2) between the STS and frontal, limbic, and paralimbic regions (collectively referred to here as “frontolimbic cortex”) (Ledoux 1998; Haxby et al. 2000; Karnath 2001) may enable perceptually relevant processing of meaningful biological motion (Oram and Perrett 1996; Haxby et al. 2000; Pelsprey et al. 2004; Stein and Stanford 2008), of which dynamic facial expressions are an important example. This integrative role fits well with evidence implicating the STS in the representation of biologically changeable (i.e., moving) attributes of visual stimuli (Haxby et al. 2000; Karnath 2001), a function that is likely pivotal to facial emotion cognition: STS may operate by integrating visuo-spatial information from multiple sources in order to attribute emotional meaning to facial movements (Calder and Young 2005; Stein and Stanford 2008). These densely interconnected and functionally specialized regions must cooperate in synchronized fashion in order to collectively decode and process emotional meaning from the dynamic muscle configurations that define changing facial expressions (Haxby et al. 2000).

There is considerable evidence documenting the importance of the beta oscillatory response in normal brain functioning (Varela et al. 2001; Buzsáki and Draguhn 2004; Engel and Fries 2010; Siegel et al. 2011, 2012). Moreover, there is growing evidence of the crucial nature of the beta-band oscillatory response in contextual processing of visual stimuli (Kveraga et al. 2011) and in conscious perception of complex social stimuli (Smith et al. 2006). It has also been suggested that the beta oscillatory response supports perceptually relevant reverberant activity within sensorimotor and fronto-
expressions.

over which the emotions emerged from the dynamic facial beta-band responses to the visual cognition of dynamic facial expressions (Perrett 1996; Haxby et al. 2000) and in both explicit (Haxby et al. 2000) and direct anatomical validation of such signals with BOLD fMRI, which is particularly important for magnetoencephalography (MEG) signals in subcortical regions (Cornwell et al. 2008), is lacking. Toward these aims, we designed a combined MEG/fMRI experiment, directly quantifying the relationship between the BOLD response to dynamic facial expressions of emotion with event-related fMRI and the corresponding MEG response to the same stimuli in the same participants with a focus on evoked beta-band response both at the sustained and the millisecond-resolved levels. Building upon extensive work on STS involvement in coding biological motion (Oram and Perrett 1996), we specifically tested the hypothesis that the BOLD and beta-band responses to the visual cognition of dynamic facial expressions would centrally involve the STS and that the STS beta-band response would be temporally orchestrated in a time-locked, behaviorally relevant manner to the time course over which the emotions emerged from the dynamic facial expressions.

Materials and Methods

Experimental Strategy

We first tested for anatomical consistency between the fMRI BOLD and the oscillatory responses to facial dynamics by implementing a spatio-temporal validation approach: Here, we identified brain regions more responsive to the viewing of videos than static pictures of facial expressions, the global time course of the facial muscle movements for each video. To derive these data, we compared each of 29 of the total 30 frames comprising the video with the previous frame using PerceptualDiff software (http://pdiff.sourceforge.net, Last accessed 01/12/2013) first value being zero because the movement parameters for all videos in each emotional category relative to the neutral category (see Results). These analyses produced a time series with 30 data points (with the first value being zero because the first frame has no differential movement value) that we cross-correlated with the time course of the evoked transient MEG beta-band activity. The approach of using contrast time courses of facial movement data (i.e., fear > neutral and happy > neutral facial movements) was adopted in order to directly parallel the analyses of the MEG data, which used the classic contrast approach (again, fear > neutral and happy > neutral evoked oscillatory activity) to assess transient, emotion-specific whole-brain beta-band activity and time courses, as described below. To better understand the effects of this method of subtracting the time courses of the facial movements (fear>neutral and happy>neutral facial movements), we also assessed the average facial movement time courses of the fear, happiness and the emotionally neutral expressions separately (i.e., for fearful and happy dynamic expressions without reference to the neutral baseline), as illustrated in the supplementary materials (Supplementary Fig. 1).

Participants and Stimuli

We measured BOLD response to facial dynamics with event-related fMRI in 40 right-handed individuals (mean age = 30.54 years, 17 females) who were physically healthy and free of neuropsychiatric disease. A follow-up MEG study was carried out in 21 of the same participants (mean age = 33.09 years, 7 females). All participants provided written informed consent prior to participation in the studies according to NIH IRB guidelines.

During both fMRI and MEG, participants viewed facial cues consisting of still pictures and videos showing either emotional facial expressions (fear or happiness) or emotionally neutral subtle facial movement (naturally occurring eye blinks) portrayed by trained actors. The emotional valence of these stimuli was previously validated with out-of-the-scanner ratings by an independent group of participants (van der Gaag et al. 2007). To ensure continuous attentional tuning during the viewing of the visual stimuli for both imaging modalities, participants were instructed to watch each image presentation from beginning to end and then, within 1 s of the disappearance of the image from the screen, to press one of 2 buttons to indicate the person’s gender. This low-level cognitive task requirement and the post-trial timing of the motor component were adopted to direct the participant’s attention to the faces and emotional expressions throughout the face-viewing period, while avoiding sensorimotor response from pressing a button during this viewing time. It should be noted that the emotion recognition that occurred during the viewing time in our fMRI and MEG experiments was implicit in nature because participants were not explicitly instructed to recognize the emotional content of the facial expressions. Therefore, to further assess explicit recognition and provide a measure of the perceptual relevance of the neural response to the emotional stimuli, participants watched these same stimuli in a postscanning session and indicated, with a button press, the time at which they recognized the particular emotional expression (fear/happiness) on the dynamic faces. These measures of emotion recognition time were used in follow-up regression analyses with the BOLD data (see below).

Additionally, given that the dynamic nature of emotional expressions may be a strong perceptual trigger of the neural underpinning of recognition, especially in regions such as the STS, known to code biologically relevant incoming stimulus information (Oram and Perrett 1996), we determined another measure of the emergence of the facial expressions, the global time course of the facial muscle movements for each video. To derive these data, we compared each of 29 of the total 30 frames comprising the video with the previous frame using PerceptualDiff software (http://pdiff.sourceforge.net, Last accessed 01/12/2014), and we computed the average time course of these differential movement parameters for all videos in each emotional category relative to the neutral category (see Results). These analyses produced a time series with 30 data points (with the first value being zero because the first frame has no differential movement value) that we cross-correlated with the time course of the evoked transient MEG beta-band activity. The approach of using contrast time courses of facial movement data (i.e., fear > neutral and happy > neutral facial movements) was adopted in order to directly parallel the analyses of the MEG data, which used the classic contrast approach (again, fear > neutral and happy > neutral evoked oscillatory activity) to assess transient, emotion-specific whole-brain beta-band activity and time courses, as described below. To better understand the effects of this method of subtracting the time courses of the facial movements (fear>neutral and happy>neutral facial movements), we also assessed the average facial movement time courses of the fear, happiness and the emotionally neutral expressions separately (i.e., for fearful and happy dynamic expressions without reference to the neutral baseline), as illustrated in the supplementary materials (Supplementary Fig. 1).

MRI Acquisition and Analysis of Sustained Event-Related BOLD Response Evoked by Dynamic Compared with Static Stimuli

To anatomically define the neural response to observing dynamically evolving facial expressions compared with static pictures of the same emotions, we used 3T fMRI with a 16-channel NOVA head coil (TR = 2.210 s, TE = 25, FOV = 20, number of slices = 27, slice thickness = 3.0) during a fully randomized slow-event-related presentation of the emotional videos and pictures with interstimulus intervals ranging from 2 to 12 s. Twenty stimuli for each emotional category (fearful,
happy, and neutral) were presented as videos (10 for each run) and pictures (10 for each run) in 2 separate experimental runs. To assess the BOLD response to stimulus dynamics, we used SPM5 (http://www.fil.ion.ucl.ac.uk/spm/software/spm5, Last accessed 01/12/2014) for preprocessing (8 mm smoothing), and we modeled the full 1-s stimulus presentation in a first-level analysis comparing videos with static emotional and neutral expressions, henceforth referred to as sustained BOLD response. This analysis enabled us to identify the network of regions that are more responsive to the dynamic aspects of facial expressions than to static pictures regardless of emotional valence (Fig. 1A). After co-registration onto ASSET MP-RAGE acquired with the 16-channel Nova head coil (FOV = 20, TE = min full, flip angle = 60°), these single-subject first-level statistical images for dynamic stimuli > static stimuli were included in a group average one-sample t-test at the second level. Time-course data representing signal values (in arbitrary units) of the BOLD representation of facial dynamics were extracted from all dynamic relative to static stimuli using the SPM ROI toolbox Marsbar (http://marsbar.sourceforge.net/).

**MEG Acquisition and Analysis of Sustained Event-Related Oscillatory Activity Evoked by Dynamic Compared with Static Stimuli**

A whole-head array of 275 radial first-order gradiometer/SQUID channels with the CTF system was used to acquire MEG signals. The identical stimulus set described in the fMRI section was used in the same presentation fashion except that the interstimulus intervals were reduced to 2–6 s, and the whole MEG session consisted of 1 experimental run using the same number of stimuli as in the 2 fMRI runs.

The raw MEG signals were processed using a background noise cancellation method that was applied with a third gradient spatial filtering using 30 reference sensors (Vrba et al. 1995; Carver et al. 2012). The data were then high-pass filtered at 0.61 Hz along with DC offset removal (Carver et al. 2012), and time markers were added at the onset of each stimulus type (dynamic and static as well as fear, happy, and neutral) and for the poststimulus fixation period that included the motor response indicating gender. Artifacts such as eye blinks were not removed because the synthetic aperture magnetometry (SAM) beamformer technique employed here is designed to minimize all interfering activity from a given source, including artifacts (Vrba and Robinson 2002).

To first assess the frequency distribution of the MEG signal, we performed a time–frequency analysis at the sensor level to provide a view of the neuromagnetic signals represented across frequency and time for the left and right hemisphere frontal sensors (Fig. 1C shows an illustration of these results in the right hemisphere). Note that, at the MEG sensor level, however, the signals recorded by these frontal electrodes cannot be considered to be specific for the underlying cortical regions (Gross et al. 2001), but rather serve as a determinant for the parameter for source-level analysis of the frequencies that showed relevant signals at the sensor level. These spectral maps were acquired using a Stockwell time–frequency analysis with the NIMH MEG Core Facility Ctf2st toolbox (see, http://kuraige.nimh.nih.gov/meglab/Meg/Ctf2st, Last accessed 01/12/2014). The raw MEG channel data were analyzed prior to source estimation in order to determine time windows of interest for further investigation. A time–frequency analysis of the channel data was performed using Stockwell transforms, which can be thought of as continuous wavelet transforms with a phase correction (Stockwell et al. 1996). Specifically, a window from 500 ms before stimulus presentation (−0.5) to 1.5 s after the onset of stimulus presentation was examined, using the average power in the time from −0.5 to 0 as baseline normalization for the purpose of setting the scale for the entire frequency time window.

MEG source localization was performed across the entire brain using the SAM beamformer technique. SAM, a scalar, linearly constrained, minimum-variance beamformer, operates by computing a weighted sum of measurements such that the total signal power (variance) from all sensors is attenuated—subject to a unity dipole gain constraint for any given voxel coordinate. The source images are assembled by applying SAM on one voxel at a time, at 5-mm intervals over the entire head or region of interest. In this way, the power that remains (after attenuation) is an estimate of the source strength. The source grid is rectangular and the SAM functional images are confined to the boundary of the brain hull, a geometric representation of each individual’s anatomical whole-brain volume (Vrba and Robinson 2002). This technique accurately models the forward solution (Nolte, et al. 2001), and the source waveforms at locations with large moments are accurate representations of what a cortical electrode would show for the same location (Vrba and Robinson 2002), as has been substantiated by comparing electrocorticography waveforms with MEG source waveforms for epileptic patients with subdural grids (Ishii et al. 2008).

The following SAM analysis, the MEG data were co-registered to structural MRI MP-RAGE images (8-channel GE head coil, TE = min full, flip angle = 6°, FOV = 20, TI = 725, # of slices = 130) in AFNI (http://afni.nimh.nih.gov/afni, Last accessed 01/12/2014) visualizing the vitamin E capsules placed on each participant as preauricular and nasion fiducial markers. Next, to determine the effects of stimulus dynamics, second-level random-effects analyses were performed using a standard general linear model (GLM) that applied on a single-sample, two-tailed t-test in AFNI to assess beta-band (14–30 Hz) response using dynamic stimuli > static stimuli, regardless of emotional valence, as the contrast of interest across the first 1 s of stimulus presentation.

Because changes in both lower and higher frequency bands have been implicated in different aspects of human emotional information processing in previous studies (Popov et al. 2013; Lee et al. 2010) and because our sensor analysis indicated stimulus-related activity in some of these frequency bands (see Results), we also analyzed evoked oscillatory activity in the theta (4–8 Hz), alpha (8–14 Hz), low-gamma (30–50 Hz), and high-gamma (60–140 Hz) frequency bands during the viewing of dynamic relative to static facial expressions. These additional analyses allowed us to test the specificity of beta-band activity in response to the dynamic nature of human emotional expressions.

**Spatiotemporal Validation of Sustained BOLD and MEG Measures**

We combined the superior spatial resolution of fMRI with the superior temporal resolution of MEG in order to cross-validate the spatiotemporal characteristics of our dataset. First, to anatomically validate the sources that are resolved temporally by MEG, we conducted a whole-brain conjunction analysis in individuals studied with the same paradigm in both MEG and fMRI to test for signal overlap in these 2 modalities. For this analysis, the logical AND function in AFNI was used to define voxels activated in both the BOLD and MEG measurements made during the viewing of facial dynamics (videos vs. static pictures as detailed above) at a combined statistical threshold of P < 0.0025, one-tailed.

Next, because subcortical structures have been challenging to localize with MEG, we chose the amygdala to quantitatively assess the relationship of the signals across the 2 modalities because this structure is not only far from the MEG sensors, but also involved in emotion processing. We used 3dIOLsts, an AFNI tool, to extract signal values from amygdala voxels that showed both BOLD signal and MEG beta-band activation, and we tested the correlation between the 2 signals in that cluster (Spearman’s nonparametric correlation, two-tailed). Evidence for such a spatiotemporal overlap between BOLD and MEG signals would not just validate our MEG source localization, but also allow exploration of transient network interactions involved in coding emotion-specific facial dynamics.

**Determination of Transient Beta-Band Response**

Dynamic facial expressions gain emotional salience over time, and their discernment thus requires a rapid, time-dependent series of neural computations. As such, sustained neural responses modeled over seconds (as reported thus far) cannot adequately resolve the neural signals underlying these dynamics and their inter-regional orchestration over time. Therefore, to assess the synchronous and oscillatory (beta-band) neural representation of emotion-specific dynamics, we adopted a strategy of applying GLM analysis of the MEG beta-band activity data at the beamformed source level across the whole brain with a series of 200-ms sliding windows across the 1-s presentation reflecting the time till the peak of the emotional expressions in the videos. To measure emotion-specific...
Transient oscillatory activity as it emerged over time, we separately compared beta-band activity during happy or fearful videos with activity during neutral videos with a series of 200-ms sliding windows.

Before undertaking this emotion-specific analysis, we first assessed the sensitivity of the adopted 200-ms time windows by modeling the initial 200 ms of early facial stimulus onset (EFSO) as well as the
200 ms following stimulus offset (poststimulus onset [PSO], a time when participants were making a button press to indicate the observed face gender), and we compared these 2 time periods. We hypothesized that EFSO and PSO would differentially reflect visual/perceptual- and motor response-related beta-band activity, respectively.

Based on the results of this validation (see Results), we next used this approach to examine transient emotion-specific neural response to dynamic facial expressions, comparing beta-band activity during happy or fearful videos with activity during neutral videos. Here, the 200-ms sliding windows analysis was applied across the entire 1-s viewing period, including the time at which the emotions were shown to be most expressed in the videos; a series of nine 200-ms sliding windows spanning the 1-s face presentation (0–200, 100–300, … 800–1000 ms) was created, enabling us to capture transient neural response to emotional dynamics while allowing for temporal overlap such that important signals would not be lost. Activity during viewing of happy and fearful videos was compared with the neutral videos for each emotion separately. This analysis was restricted to the beta band (14–30 Hz) because only beta-band response to stimulus dynamics (videos > static pictures) had survived false discovery rate (FDR) correction for multiple comparisons (see Results).

**Determination of the Temporal and Spatial Distribution of Transient Inter-Regional Beta-Band Coupling**

To determine the time course of transient oscillatory responses, we used SAMtime (an in-house toolbox), to extract normalized z-score values of oscillatory response within the beta band during the time windows of interest. This toolbox enables spatiotemporal comparison of event-related changes in oscillatory power as a function of latency relative to marked events. Images of brain activity were derived from measurement of source activity on a regular 3D grid of points within the head. For each location (voxel), the source waveform was parsed into active (fear or happy expression evoked) and control (neutral expression evoked) segments, relative to specified event markers. Next, a Stockwell transform was applied to each active and control window, yielding the source power as a function of time and frequency. For each latency, the power in active and control states was compared using a nonparametric Mann–Whitney U-test. The resulting z-score was mapped to the specified voxel, 3D maps of Z-values were then generated for each individual latency, and 3D images were assembled across time using AFNI software. The spatiotemporal evolution of activity during each 1000 ms of facial video viewing was then quantified as 100 data points (i.e., 10 ms per data point), representing average z-scores of beta-band (14–30 Hz) power, extracted from the functionally activated ROIs in STS and frontolimbic regions for time-course analysis (time-course data are shown in the Results section), using the 3dROStats. The extracted MEG time-course data in STS and frontolimbic clusters, where beta-band activity emerged between 400 and 1000 ms (see Results) in response to fearful and happy dynamic expressions, were used to assess coupling (Pearson’s r, two-tailed) between the 100 data points of STS and each frontolimbic beta-band time course of interest.

**Determination of the Temporal Coupling of Beta-Band Activity with Facial Movements and with Emotion Recognition**

To link the time course of the emergence of the emotional expressions to the time course of the neural response, we correlated (Pearson’s r, two-tailed) the 30 data-point time series of the global facial movements for fear and happiness with the respective beta-band time series extracted from each functionally activated ROI. To match the 30 data points of the global facial movements, the 100 data point (for the 1000 ms) MEG time courses underwent a three-point smoothing. Data are only reported for those regions showing significant correlations between the emotional facial movement time courses and the time courses of evoked beta-band activity.

Additionally, to link the neural responses to the conscious perception of the stimuli, reaction times indicating the speed of emotion recognition for each individual were used as covariates of oscillatory response to facial dynamics using 3dRegAna, a regression analysis tool in AFNI (http://afni.nimh.nih.gov/afni, Last accessed 01/12/2014).

A whole-brain voxel-wise regression analysis was performed to assess the relationship between recognition speed for identifying fear and happiness, and regional beta-band response to the same expressions.

**Results**

**Observing Dynamic Facial Expressions Evokes Anatomically Convergent Sustained fMRI BOLD Signal and MEG Beta-Band Activity in the STS**

A GLM analysis revealed that, compared with static pictures, dynamic facial expressions elicited increased sustained BOLD response in bilateral STS and inferior temporal gyrus at P < 0.05, FDR corrected (Fig. 1A). To further illustrate the extent of our BOLD findings, a list of regions shown to respond more to dynamic facial stimuli thresholded at P = 0.005 uncorrected is given in Table 1 and Supplementary Figure 2.

In line with the fMRI analysis, sustained MEG oscillatory response to observing facial dynamics compared with static images was examined by modeling the full 1-s stimulus presentation duration using SAM (Robinson and Vrba 1999). Convergent with our BOLD findings, sustained beta-band activity (measured in terms of changes in beta-band oscillatory power) was observed in the right STS, striatum, primary visual cortex bilaterally, left amygdala, and left anterior insula at P < 0.05, FDR corrected (Fig. 1C).

To assess the frequency specificity of our observed beta-band response data, we performed a whole-brain analyses of evoked oscillatory activity in the theta, alpha, and low- and high-gamma frequency bands, comparing dynamic with static facial expressions, and found no significant response clusters within any of these frequencies at P < 0.05 FDR corrected, suggesting a more robust involvement of beta-band activity in tracking the dynamic aspects of human facial emotional expressions.

To further determine whether the observed sustained fMRI BOLD and MEG beta-band signals occurred within the same anatomical STS regions (which would provide additional verification of the spatial distribution of the MEG signals), we...
To quantify the spatial validity of our MEG results in subcortical regions, we independently extracted BOLD and beta-band activity values in the voxels in each individual's left amygdala that showed conjoint activity across the 2 imaging modalities. We found a significant correlation between left amygdala BOLD and beta-band activities (Spearman's nonparametric $\rho = 0.401$, $P = 0.036$, two-tailed, see Fig. 1D, right), thereby demonstrating a robust BOLD–beta-band relationship in a behaviorally relevant subcortical region known to process salient aspects of emotional stimuli (Ledoux 1998; Hariri et al. 2000; Cornwell et al. 2008; Pessoa and Adolphs 2010).

Taken together, these results derived from contrasts of dynamic vs static stimuli showing robust and convergent BOLD signal change and MEG beta-band response to changing aspects of human facial emotions (with emotions and identity of the faces remaining the same) are concordant with earlier work demonstrating spatial relationship between BOLD and beta-band oscillatory responses (Winterer et al. 2007; Zumer et al. 2010; Scheeringa et al. 2011), and reveal an anatomically convergent STS involvement in processing dynamic aspects of human facial expressions (Oram and Perrett 1996; Haxby et al. 2000), thereby providing strong spatiotemporal validation of the observed beta-band neural representation of facial dynamics in cortical and subcortical regions. Because of this cross-modal convergence and because our time–frequency analyses at the sensor level (Fig. 1C) showed a pattern of beta-band activity coinciding with the 1-s time window during which the dynamic facial stimuli were presented, further analyses of behavioral correlations and of transient neural response focused on the beta band.

**Sustained Beta-Band Activity Correlates with Emotion Recognition Speed**

To examine the perceptual relevance of the observed oscillatory activity, 19 of the 21 MEG participants performed a post-MEG assessment of the emotion conveyed by each video clip (behavioral response data were not acquired for 2 individuals because of technical difficulties). Average recognition time for fear and happiness was $1.377 \pm 0.304$ (SEM). Individual differences in emotion recognition speed were shown to correlate with left posterior STS beta-band activity at $P = 0.047$, FDR corrected, using a whole-brain regression analysis in AFNI. By further extracting the beta-band oscillatory power signals from this STS cluster for the purpose of visualizing this important association, we found a correlation (Pearson's $R = 0.715$, $P = 0.0001$, two-tailed; Fig. 2A) between beta-band power and recognition speed, together supporting perceptual relevance of the observed sustained STS beta-band signals elicited by facial dynamics during MEG.

**Observing Dynamic Facial Emotions Evoke Emotion-Specific Transient Beta-Band Activity**

To better assess the rapid neural computations by which emotion-specific dynamic facial expressions gain salience over time, we next assessed transient oscillatory (beta-band) responses with a GLM analysis of MEG beta-band activity across a series of 200-ms sliding windows spanning the 1-s presentation, including the time till the peak of the emotional expressions in the videos. The sensitivity of the adopted 200-ms time windows was confirmed by the observation that occipital cortical beta-band activity during the initial 200 ms of PSO was significantly greater than activity during the 200 ms following stimulus offset (PSO) when participants were making a button press; in contrast, the 200-ms PSO period

---

**Figure 2.** Perceptual correlates of sustained and transient beta-band activity. (A) Location of correlations between left STS beta-band activity and emotion (fear and happiness) recognition speed assessed post-MEG. Corresponding correlation (Pearson's $r$) graph between reaction time for fear and happiness recognition and the corresponding extracted left posterior STS beta-band activity values for each individual was included to further illustrate the relationship between the observed left beta-band signals shown to correlate with recognition speed in a whole-brain regression analysis. (B) Visual (orange)- and motor (blue)-related beta-band activity elicited by first 200 ms of viewing facial videos compared with first 200 ms of gender identification-related motor response, respectively. Color bar represents $t$ values in (B) (for (A), negative $t$ values are not inhibitory responses, but rather denote positive $t$ values for motor response-evoked beta-band activity compared with visually evoked beta-band activity).
evoked greater motor/premotor, posterior thalamic, and prefrontal beta-band activity than the EFSO period \( (P < 0.0001, \text{two-tailed}, \text{FDR corrected}; \text{Fig. 2B, orange and blue clusters, respectively}) \), indicating that the adopted 200-ms time windows are well suited for capturing transient neural processes. This validation paved the way for a valence-specific analysis of transient neural responses to the emotion-conveying aspects of our videos; beta-band responses to fearful and happy dynamic facial expressions were analyzed separately 1) because of the different time courses with which the respective facial expressions evolved (supplementary Fig. 1), and 2) to determine whether the neural substrate of emotionally negative and positive facial expressions was characterized by differing neurofunctional responses at the temporal resolution enabled by our approach.

Whole-brain sliding 200-ms window analysis (sampled at \( P < 0.0001, \text{two-tailed} \)) revealed the early (0–400 ms) emergence of both fear- and happiness-evoked beta-band activity within a sensorimotor network including occipital, STS, parietal, and premotor cortical regions (Fig. 3A,B, Tables 2 and 3 for millisecond timing and statistics). Beginning at \( \sim 400 \) ms and continuing for the remainder of the 1000 ms, this early pattern of beta-band activity spread rapidly to frontolimbic areas with a time course similar to the peak of the facial movements (Fig. 3A,B, Tables 2 and 3 for millisecond timing and statistics, Fig. 4).

**Time Course of Evolving Emotional Facial Expressions Correlates with Transient Beta-Band Activity**

Next, we tested for regionally specific relationships between the time courses of motoric evolution of the corresponding facial expressions (Fig. 4A,B, top) and the time courses of beta-band responses to fear/happiness (Fig. 4A,B, middle) by correlating across the \( \sim 400-1000 \) ms period during which the valence-specific facial expressions and the frontolimbic beta-band activity both emerged. Pearson’s \( r \), two-tailed, was used for this and all subsequent time course correlations. The 400–1000 ms time course of fearful facial movements correlated negatively with a suppression of the beta-band response in left STS (Fig. 4A, bottom; \( r = -0.883, P = 0.00016 \)). In contrast, the time course of happy expressions measured from 400 to 1000 ms correlated positively with an increase in left STS beta-band response (Fig. 4B, bottom; \( r = 0.529, P = 0.024 \)). These results suggest a differential, valence-specific orchestration of left STS: The emergence of dynamic fearful expressions correlated negatively with beta-band activity in the left STS, whereas viewing happy expressions was positively time-locked with another beta-band activity cluster in the left STS (see Tables 2 and 3 for the MNI coordinates). To test the lateral specificity of this finding, we further examined the correlations between beta-band signal values from the right STS cluster responding to fear and found no correlation with 400–1000 ms fearful facial movements (\( r = -0.135, P = 0.593 \)). Similarly, beta-band signals from the right STS cluster responding to happy expressions showed no correlation with dynamic facial movements of happiness (\( r = 0.235, P = 0.348 \)). Taken together with our finding of a left STS beta-band activity cluster correlating with recognition speed, these results point to a behaviorally relevant valence-specific involvement of the STS in tracking the dynamic aspects of facial emotional movements during human emotion cognition. The time courses of all other visual cortical beta-band activity clusters reported in Tables 2 and 3 showed no such correlations with fear and happy facial expression dynamics. Of interest, the STS response time course that was found to correlate with the time course of emotional facial expression also showed robust correlations with frontolimbic areas such as caudate nucleus, subgenual cingulate/orbitofrontal cortex (OFC), and pulvinar/habenula (see Supplementary Fig. 3 and related data on these
Table 2
Fear dynamics > neutral dynamics (beta-band power)

<table>
<thead>
<tr>
<th>Anatomical description</th>
<th>MNI Coordinates</th>
<th>Time (in ms)</th>
<th>t Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>Sensorimotor response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPL</td>
<td>58</td>
<td>-20</td>
<td>28</td>
</tr>
<tr>
<td>STS/superior temporal cortex</td>
<td>-64</td>
<td>-42</td>
<td>3</td>
</tr>
<tr>
<td>STS/middle temporal cortex</td>
<td>62</td>
<td>-33</td>
<td>-2</td>
</tr>
<tr>
<td>Motor cortex</td>
<td>-2</td>
<td>36</td>
<td>68</td>
</tr>
<tr>
<td>Inferior temporal cortex</td>
<td>43</td>
<td>0</td>
<td>-41</td>
</tr>
<tr>
<td>Fusiform</td>
<td>-21</td>
<td>-63</td>
<td>-20</td>
</tr>
<tr>
<td>Postcentral gyrus</td>
<td>-25</td>
<td>-47</td>
<td>54</td>
</tr>
<tr>
<td>Fusiform/cerebellum</td>
<td>-17</td>
<td>-45</td>
<td>-17</td>
</tr>
</tbody>
</table>

In italics are the STS cluster shown to correlate with dynamic fear expressions between 400 and 1000 ms; IPL, inferior parietal lobule; STS, superior temporal cortex; OFC, orbitofrontal cortex; ACC, anterior cingulate cortex.

Table 3
Happy dynamics > neutral dynamics (beta-band power)

<table>
<thead>
<tr>
<th>Anatomical description</th>
<th>MNI Coordinates</th>
<th>Time (in ms)</th>
<th>t Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>Y</td>
<td>Z</td>
<td></td>
</tr>
<tr>
<td>Sensorimotor response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle occipital cortex</td>
<td>12</td>
<td>-63</td>
<td>17</td>
</tr>
<tr>
<td>Precuneus</td>
<td>12</td>
<td>-54</td>
<td>36</td>
</tr>
<tr>
<td>STS</td>
<td>-58</td>
<td>-54</td>
<td>11</td>
</tr>
<tr>
<td>Premotor cortex</td>
<td>53</td>
<td>-3</td>
<td>16</td>
</tr>
<tr>
<td>Lateral occipital cortex</td>
<td>25</td>
<td>-84</td>
<td>-13</td>
</tr>
<tr>
<td>Inferior occipitotemporal cortex</td>
<td>48</td>
<td>-64</td>
<td>-22</td>
</tr>
<tr>
<td>IOC</td>
<td>2</td>
<td>-69</td>
<td>-13</td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>-14</td>
<td>-64</td>
<td>-17</td>
</tr>
<tr>
<td>IPL</td>
<td>58</td>
<td>-24</td>
<td>40</td>
</tr>
<tr>
<td>STS</td>
<td>66</td>
<td>-36</td>
<td>-3</td>
</tr>
<tr>
<td>IOC</td>
<td>-7</td>
<td>-95</td>
<td>-9</td>
</tr>
<tr>
<td>IPS</td>
<td>-33</td>
<td>-81</td>
<td>11</td>
</tr>
<tr>
<td>Frontolimbic response</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle cingulate</td>
<td>-43</td>
<td>19</td>
<td>40</td>
</tr>
<tr>
<td>ACC/subgenual cingulate</td>
<td>-3</td>
<td>29</td>
<td>9</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>-18</td>
<td>14</td>
<td>62</td>
</tr>
<tr>
<td>DLPFC</td>
<td>33</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>Amygdala</td>
<td>-17</td>
<td>0</td>
<td>-21</td>
</tr>
<tr>
<td>Pulvinar/habenula</td>
<td>-9</td>
<td>-32</td>
<td>4</td>
</tr>
<tr>
<td>Midbrain</td>
<td>-10</td>
<td>-11</td>
<td>-4</td>
</tr>
<tr>
<td>Caudate</td>
<td>9</td>
<td>-4</td>
<td>12</td>
</tr>
</tbody>
</table>

In italics are the STS cluster shown to correlate with dynamic happy expressions between 400 and 1000 ms; IPL, inferior parietal lobule; STS, superior temporal cortex; OFC, orbitofrontal cortex; ACC, anterior cingulate cortex.

Table 4
Dynamic fear responses (fMRI beta-band power)

Discussion
Here, we combined the spatial resolution of BOLD fMRI and the temporal resolution of MEG in the same participants while they observed videos of emerging facial emotional expressions, and we delineated a finely tuned, anatomically and temporally distributed neural response system in which the STS plays a prominent role. We found that compared with static pictures of facial expressions, dynamic videos depicting the evolution of the exact same expressions evoked sustained BOLD response and corresponding event-related changes in beta-band activity in STS and frontolimbic cortices. The robust pattern of oscillatory activity evoked by facial dynamics was specific to the beta band. The convergence of sustained BOLD and beta-band oscillatory response in the STS identifies a robust representation of visually guided cognition in the context of ecologically valid facial emotional expressions (Haxby et al. 2000; Wyk et al. 2009). Because our task involved only an implicit recognition of these facial expressions, the spatiotemporal representation of explicit visual recognition in the context of similar stimuli requires further assessment in future studies.

To assess the behavioral relevance of these spatially and temporally distributed, but cross-modally convergent, oscillatory response patterns, we directly correlated the MEG data with individual difference in reaction time for recognition of the emotion displayed, and found in a whole-brain analysis that only the sustained beta-band activity localized within the left posterior aspect of the superior STS correlated with speed of recognition for fearful and happy facial expressions. This finding is consistent with an fMRI study which, using a multivariate searchlight approach, found an emotion-specific response pattern in the same left superior STS region (Peelen et al. 2010). Our observation of highly localized, sustained STS beta-band response that was linked directly to the speed with which conscious processing of emotional meaning of facial expressions is achieved, lends support for an important mediatory role of this region in comprehending dynamic social cues. These results are in line with the involvement of the STS in normal and pathological social perception (Pelphrey and Carter 2008; Adolphs 2010), and may contribute to a better understanding of the functional relationship between the identified STS circuitry and the successful visual processing of social-emotional stimuli. For instance, rapid, time-dependent feed-forward/feed-back interaction between STS and frontolimbic pathways may mediate perceptual, attentional, mnemonic, and experiential aspects of social-emotional cognition (Haxby et al. 2000; Dolan 2002; Pessoa and Adolphs 2010).

To temporally resolve the neuronal response patterns underlying the perception of dynamic facial expressions, we also assessed transient oscillatory response within the beta band across the entire brain using sliding 200-ms time windows, an approach that we had shown to reliably capture transient neural representations of sensorimotor and visual oscillatory processes. This analysis revealed that presentation of dynamic fearful and happy expressions elicited early (0–400 ms) activity in a sensorimotor pathway including the occipito-parietal, STS, and premotor cortices. From 400 to 1000 ms, however, this sensorimotor beta-band activity extended rapidly into the frontolimbic system (pulvinar, caudate, cingulate, and amygdala), suggesting a spatiotemporally organized STS beta-band coupling with frontolimbic activity when the facial expressions become emotionally salient.

To test the hypothesis that these transient STS beta-band signals are associated with the emergence of the emotional expressions from the changing conformations of the facial musculature, we cross-correlated the time course of STS beta-band activity from the clusters showing transient response to emerging facial dynamics with the time course of global measures of facial movements while the fearful and happy expressions were found. We found a valence-specific coupling correlations in Supplementary Tables 1 and 2), but the validity and the casual nature of these STS-frontolimbic time-course correlations needs further assessment (see Schoffelen and Gross 2009).
between the temporal patterns of transient STS beta-band activity and temporal patterns of the facial movement: Negative coupling with the evolution of emotionally negative (fearful) expressions, and positive coupling for the emergence of emotionally positive happy expressions. Together, these results extend the well-documented role of the STS in coding biological motion (Oram and Perrett 1996; Haxby et al. 2000) by providing direct evidence of a beta-band oscillatory pattern in this region that is intimately tuned to the facial movement patterns defining fearful and happy expressions in an ecologically valid paradigm. Additionally, the observed frontolimbic (pulvinar and SGC/OFC, as well as caudate and SGC/OFC) beta-band response time courses were shown to be coupled with STS beta-band activity during the same conditions of observing fearful and happy expressions. The suggestion in our supplemental finding (see Supplementary Fig. 3) that there is a temporal offset between our observed STS beta-band activity and related frontolimbic responses supports the existence of a possible feed-forward/feed-back mechanism within these pathways during visual emotion processing (Ledoux 1998; Karnath 2001), but a more complete understanding of this possibility will require further quantitative exploration, such as assessing inter-regional beta-band phase-locking (Fenske et al. 2006; Jensen and Colgin 2007; Ghuman et al. 2008; Penny et al. 2008; Hipp et al. 2011; Kveraga et al. 2011).

Our results suggest a more distributed and tightly interwoven neuronal representation of human facial emotion expressions than previously appreciated; however, we cannot rule out the influence of a common driver effect on our observed correlations among STS and related frontolimbic beta-band signals. Additionally, disentangling the behavioral implications and causal nature of the coupling between the STS and the distributed network of frontolimbic regional oscillatory response patterns will be a crucial goal for future studies. In summary,
these results reveal a neural mechanism whereby visual perception of unfolding facial expressions triggers complex but tightly orchestrated neuronal information flow in the form of STS pathway beta-band activity, consistent with the hypothesized complexity of the spatiotemporally distributed neural mediation of mnemonic and experiential aspects of conscious emotion cognition. The identification of such a behaviorally relevant neural system involving a dynamic interplay within the STS circuitry may guide noninvasive examination of pathological aspects of brain mediation of human affective cognition and functioning.

Supplementary Material
Supplementary material can be found at: http://www.cercor.oxfordjournals.org/
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