When Action Observation Facilitates Visual Perception: Activation in Visuo-Motor Areas Contributes to Object Recognition
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Recent evidence suggests an interaction between the ventral visual-perceptual and dorsal visuo-motor brain systems during the course of object recognition. However, the precise function of the dorsal stream for perception remains to be determined. The present study specified the functional contribution of the visuo-motor system to visual object recognition using functional magnetic resonance imaging and event-related potential (ERP) during action priming. Primes were movies showing hands performing an action with an object with the object being erased, followed by a manipulable target object, which either afforded a similar or a dissimilar action (congruent vs. incongruent condition). Participants had to recognize the target object within a picture-word matching task. Priming-related reductions of brain activity were found in frontal and parietal visuo-motor areas as well as in ventral regions including inferior and anterior temporal areas. Effective connectivity analyses suggested functional influences of parietal areas on anterior temporal areas. ERPs revealed priming-related source activity in visuo-motor regions at about 120 ms and later activity in the ventral stream at about 380 ms. Hence, rapidly initiated visuo-motor processes within the dorsal stream functionally contribute to visual object recognition in interaction with ventral stream processes dedicated to visual analysis and semantic integration.
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Introduction

Recognizing a visual object necessarily depends on the analysis of the visual input and on activation of stored visual object representations (Biederman 1987; Humphreys et al. 1988; Grill-Spector and Malach 2004). At a functional neuro-anatomical level, visual object recognition involves the ventral visual stream, which runs from primary visual cortex to the inferior portions of occipital and temporal cortex. In contrast, the dorsal visual stream, which also originates in primary visual cortex but continues to superior parietal cortex and premotor cortex (dorso-dorsal stream), is devoted to the preparation of object-directed action (e.g., Ungerleider and Mishkin 1982; Goodale and Milner 1992). Neural connections between both pathways may provide the anatomical basis for ventral–dorsal functional interactions as recognized in refinements of the original model (Pisella et al. 2006). Influences of ventral visual-perceptual processing on dorsal visuo-motor processing are documented in healthy populations (Creem and Proft 2001) and particularly in brain-damaged patients (damage to the ventro-dorsal stream) exhibiting different forms of ataxia (Himmelbach and Karnath 2005; Pisella et al. 2009).

It remains to be better elucidated, however, how dorsal visuo-motor processing influences putative ventral functions such as visual object recognition. For instance, it has been proposed that the dorsal pathway serves to focus attention to the relevant object thereby improving its perception (Pisella et al. 2009). It is also possible, however, that object-related visuo-motor processing in the dorsal pathway, for example, activating action affordances of an object, influences visual-perceptual processes in the ventral stream by facilitating the activation of the appropriate visual object representation (Helbig et al. 2006; Martin 2007; Kiefer et al. 2011).

Several lines of evidence suggest that visual object recognition may not only depend on the visual-perceptual system in the ventral pathway but also on the dorsal pathway: Perception of manipulable objects like tools elicited activity in premotor and parietal motor areas (Chao et al. 1999; Rumiati et al. 2004), although task requirements did not afford to act upon them (Grafton et al. 1997; Grèzes and Decety 2002; Grèzes et al. 2003; Caspers et al. 2010; Kiefer et al. 2011). These findings are compatible with an embodied view of conceptual representations, suggesting a grounding of concepts in the sensory–motor brain systems (Gallese and Lakoff 2005; Barsalou 2008; Pulvermüller and Fadiga 2010; Kiefer and Barsalou 2013). Sensory–motor activity during recognition of manipulable objects partially overlaps with motor activity during action observation and execution: When human and nonhuman primates watched or imagined actions of others, activity in motor cortex emerged similar to self-performed actions (Rizzolatti, Fadiga, Gallese, et al. 1996; Hari et al. 1998, 2010; Grèzes and Decety 2002; Buccino et al. 2004; Pihko et al. 2010). These findings, however, do not provide evidence for a functional role of action representations in visual object recognition because the observed motor activity might not be functionally relevant to recognition (Kiefer and Barsalou 2013).

Recently, a functional contribution of action representations to visual object recognition has been suggested by a series of behavioral and event-related potential (ERP) studies with an action priming paradigm: When the action indicated by a prime was congruent to the action afforded by a subsequently presented manipulable target object, target recognition was more accurate than in an incongruent condition (Helbig et al. 2006, 2010; Kiefer et al. 2011). However, these earlier studies cannot unequivocally reveal an involvement of visuo-motor areas during the course of visual object recognition.

The present study therefore specified the functional contribution of the visuo-motor system to visual object recognition during action priming with high spatial and temporal resolution using functional magnetic resonance imaging (fMRI) and ERP recordings. This combined measurement of fMRI and ERP...
ERP allowed us to determine the temporo-spatial orchestration of activation in ventral and dorsal pathways during visual object recognition. In our action priming paradigm, primes were movies showing hands performing an action with an unseen object (see Helbig et al. 2010). The objects used to record the action movies were erased, always different from the target objects and carefully matched for potential confounding variables in order to ensure that the priming effect only depends on action similarity between action shown in the movie and the target object. Subsequently to the prime movie, a manipulable target object was presented, which either afforded a similar or a dissimilar action as the prime (congruent vs. incongruent condition). The target picture was followed by a basic-level name (e.g., “hammer”). Participants had to decide whether the target picture (e.g., hammer) matched with the word label or not (picture–word matching task). After thepriming experiment, participants were shown the action movies in isolation to identify brain areas involved in action observation and visuo-motor processing. As outlined earlier, action observation reliably activates premotor and motor areas (Rizzolatti, Fadiga, Matelli et al. 1996; Hari et al. 1998, 2010; Grèzes and Decety 2002; Buccino et al. 2004).

We expected an action-priming effect in parietal and frontal visuo-motor areas, which are also activated by action observation. Effective connectivity analyses of the MR signal should indicate directional functional influences from dorsal visuo-motor areas on visual object processing in the ventral stream. An early onset of the action-priming effect in the ERP recordings within the first 200 ms of object processing would suggest that visuo-motor activation emerges early during the course of visual object recognition. Such a result pattern would specify the interaction between visual (ventral pathway) and visuo-motor representations (dorsal pathway) during object recognition.

Materials and Methods

General
All participants were right-handed native German speaking (Oldfield 1971) with normal or corrected-to-normal vision and without any history for neurological or psychiatric disorders. Twenty-one subjects (12 females, 9 males; mean age: 24.1 years) participated in the fMRI experiments (Experiment 1 and 2), another 20 subjects (13 females, 7 males; mean age: 23.67 years) in the ERP experiment (Experiment 3) after signing an informed written consent. Different 20 subjects were included in the fMRI and the ERP experiments to avoid stimulus repetition effects. The study was approved by the local Ethics Committee. All subjects were paid for their participation. Presentation of visual stimuli and behavioral data acquisition was controlled in the fMRI experiment by the Presentation software package (Neurobehavioral Systems, Inc., Albany, USA) and in the EEG experiment by the ERTS software package (Berisoft, Frankfurt, Germany). In the fMRI experiments, visual stimuli were delivered through MR-compatible video goggles (Resonance Technology, Los Angeles, CA, USA). In the ERP experiment, visual stimuli were presented on a computer screen.

Stimuli and Procedure of the Action Priming Paradigm (Experiments 1, fMRI, and 3, ERP)
Each trial consisted of a prime movie, followed by a visual target object and subsequently an object name that could match the target object or not (Fig. 1). As prime movies, 8 gray-scale video clips (512 × 768 pixels) were presented, each lasting 2000 ms (25 frames/s). The video clips were drawn from our previous behavioral study (Helbig et al. 2010) and showed hands performing an action with an unseen object in front of a black background (the object itself was always removed from the video). The videos were recorded using the MPI VisuObjBox (Kleiner et al. 2004). The actor wore black clothing and performed the action in interaction with real objects in order to ensure that the dynamics of the actions were correct. The hands, which performed the action, were segmented from the unwanted parts of the scene (actor, object, and background). The following 8 action categories were presented as prime movies: 1) screwing with a screwdriver, 2) pounding with a hammer, 3) ironing with an electric iron, 4) typing on a computer keyboard, 5) rolling out with a rolling pin, 6) sweeping with a dustpan, 7) stapling with a stapler, and 8) carrying a toolbox. These 8 actions corresponded to the dominant action affordances of the target objects. The target objects consisted of 56 gray-scale photographs of familiar man-made manipulable objects. The objects were inscribed into a square of 280 × 280 pixels in order to equate the maximal extension. Picture size on the screen was about 10.3 × 10.3 cm (visual angle about 6.5° at a viewing distance of about 90 cm). The 8 prime movies and the 56 target objects were combined to form pairs for the congruent and incongruent priming conditions (Fig. 1): In the congruent condition, the prime movies were combined with several (3 up to 10, on average 7) target objects affording actions similar to the action shown in the movie. For example, the target objects scissors, nutcracker, and pliers typically involve an action similar to the prime action “stapling with a stapler” in that they all have a typical hand movement in common: closing the hand to compress the handles. In the incongruent condition, the target objects were randomly assigned to 1 of the 7 dissimilar prime actions such that each prime movie was combined with the same number of congruent and incongruent targets. This randomization was done once and was retained unchanged for all subjects to equate congruent and incongruent prime-target pairs for semantic similarity.

Several measures were taken to ensure that the priming effects induced by the movies are exclusively driven by action activation and not by object-related processes. First, the objects used to perform the action during movie recording were always different from the target objects, even in the congruent condition. Second, we confirmed that participants were not able to correctly infer the object used for...
recording the action movies. Eleven subjects who did not participate in the main experiments viewed the action movies and were requested to infer the invisible object, which was originally involved in performing the action. Each movie was presented twice, participants had unlimited time to respond while instruction stressed accuracy. Even under these very favorable conditions, which did not impose any time pressure in contrast to the main experiments, participants inferred the correct object from viewing the action movies only in 13.6% of the trials. Hence, participants did not associate a particular object with the observed actions. It is therefore unlikely that object-related factors such as visual object familiarity between a possibly imagined object during movie presentation and the target contributed to the priming effects in the main experiments. Finally, according to the data of 2 norming studies (Helbig et al. 2010), in which ratings were obtained with regard to action similarity and semantic similarity, it was ensured that action similarity between prime action and the action associated with the target object was significantly higher in the congruent than in the incongruent condition. Furthermore, semantic similarity between prime movie and target object did not differ across congruent and incongruent conditions in order to rule out a potential confound by global semantic similarity. The word labels indicated the names of the target objects at the basic level of abstraction (Rosch et al. 1976). Within the congruent trials, half were trials in which the target objects were combined with the word labels correctly that the word label correctly named the object (matching condition), and in the other half, word labels were completely unrelated to the target (mismatching condition). In sum, the 8 action prime videos were combined with the 56 target objects twice to create the word labels such that the word label correctly named the object (matching condition), and in the other half, word labels were completely unrelated to the target (mismatching condition). In the experiment, participants received 10 practice trials different from the experimental trials to be familiarized with the task.

Stimuli and Procedure of the Action Observation Task (Experiment 2, fMRI)
The action observation task was presented in the scanner after the action priming task. Stimuli were the 8 action movies used in the main experiments as primes. Action movies were presented in 3 blocks with duration of 110 s each (a mean inter-stimulus interval of 3.5 s randomly varying between 2 and 5 s), presented in randomized order. The action observation condition alternated with a fixation baseline condition with equal duration. The experimental session began with the first fixation baseline block. Participants were instructed to attentively watch the movies or the fixation symbol during the baseline condition.

fMRI Scanning and Data Analyses (Experiments 1 and 2)
Functional and structural MR images were recorded with a 3 Tesla Allegra MRI system (Siemens, Erlangen, Germany). For the functional scans, a T2*-weighted single-shot gradient-echo EPI sequence (TE = 38 ms, TR = 2000 ms, flip angle = 90°, matrix 64 × 64 pixels, field of view (FOV) 210 × 210 mm², voxel size 3.3 × 3.3 × 4.9 mm³) was used. Starting from the bottom of the brain, 30 transversal slices were acquired. Subject reference coordinates were matched to the Talairach space, linking the bases of the frontal lobe and the cerebellum. There were 2 imaging runs for the fMRI Experiment 1, resulting in a total of 684 functional volumes. Run duration was 8 min. For the fMRI Experiment 2 (action observation), there was 1 imaging run of 12.83-min duration (385 functional volumes). Structural images were acquired with a T1-weighted MPRAge sequence (TR = 2300 ms, TE = 3.9 ms, flip angle = 12°, matrix 256 × 256 pixels, FOV = 256 × 256 mm², voxel size 1 × 1 × 1 mm³). Functional data preprocessing and statistical analyses were performed with SPM5 (http://www.fil.ion.ucl.ac.uk/spm/software/ spm5).

For MR activation analysis, functional images were corrected for differences in slice-timing and head motion, spatially realigned to the mean volume of each session, normalized to the MNI reference brain (resampled voxel size: 2 × 2 × 2 mm³) and smoothed with an isotropic Gaussian kernel of 8-mm FWHM. A temporal high-pass filter with cutoff frequency of 1/128 Hz was applied to the data, and temporal autocorrelation in the fMRI time series was estimated (and corrected for) using a first-order autoregressive model. Statistical analysis used a hierarchical random-effects model with 2 levels. At the first level, single-subject fMRI responses were modeled by a design matrix comprising the stimuli of the experimental conditions (Experiment 1: action congruency (congruent vs. incongruent) and type of matching (matching vs. mismatching; Experiment 2: blocks of action movies) as well as the 6 motion parameters estimated from the realignment procedure. Error trials were modeled as regressor of no interest. All these regressors were convolved with the canonical hemodynamic response function. To allow for inferences at the population level, a second-level analysis (full factorial model) considered the contrast images of all subjects and treated subjects as a random effect. In the event-related analysis of Experiment 1, 4 contrast images per subjects were submitted to a 2 × 2 ANOVA with the factors action congruency (congruent vs. incongruent) and matching (matching vs. mismatching). For Experiment 2, significance level was set to P < 0.05 (FDR corrected for the whole brain) in order to capture brain activity involved in action observation to a great extent. The spatial extent threshold of clusters was 184 voxels in all reported comparisons. Anatomical labels and corresponding Brodmann areas (BAs) were determined using MNI (Rorden and Brett 2000). All functional group activation maps were overlaid on the MNI reference brain. Neural priming effects at the peak voxels of the clusters, which exceeded the extent threshold, were
related to behavioral priming effects using Pearson’s product moment correlations. As a score for behavioral priming, we used the error rate (ER) difference incongruent minus congruent in the matching trials in each subject as in the analysis of the behavioral data. Analyses were restricted to ER because behavioral priming effects were larger for ER than for reaction times (RT) (see the Results section). As a measure of neural priming, we extracted beta estimates from each peak voxel of the clusters obtained for the contrast incongruent versus congruent (see also Table 1).

In order to infer directed connectivity among brain regions implicated in the action-priming effect, effective connectivity analyses of Experiment 1 were performed using dynamic causal modeling (DCM) implemented in SPM 5 (Friston et al. 2003; Stephan et al. 2007). Forty-two subject-specific DCMs were constructed. Four brain regions identified in the second-level analysis of the activation data to be involved in the action congruency effect (right inferior occipital [BA 19], left superior parietal [BA 7], left precentral area [BA 6], and left temporal Pole [BA 38]) were selected to extract times series for volumes of interest (VOIs) (see Table 1). These VOIs included 2 ventral and 2 dorsal areas, 1 posterior area, and 1 anterior area. In order to keep the complexity of the DCMs at a reasonable level, we had to restrict these analyses to representative dorsal and ventral areas and could not include the full set of activated regions involved in action priming. In each subject, VOIs were centered around the individual local maximum ($P < 0.05$ uncorrected) closest to the peak coordinates of the group analysis (Mechelli et al. 2005) within a spherical search volume of 8-mm radius using the contrast that recombined the regressors of all conditions of interest, separately for each session. Based on the extraction of fMRI signals in the VOIs described earlier, we tested 4 competing hypotheses about this system of interest (Fig. 3A). Four DCMs were created to test whether areas of the dorsal pathway functionally interact with ventral stream areas during object recognition. In these DCMs, only different intrinsic connections were considered because it is unlikely that effective connectivity between visual areas during object recognition is modulated by action congruency. Furthermore, as DCMs had to be calculated session specific, inclusion of the factor congruency would be based on a very limited amount of data and consequently result in poor model estimation. The models differed with regard to the kind and number of dorsal–ventral influences in addition to the forward connections within both streams. Analyses were restricted to these 4 alternative models including up to 2 dorsal–ventral connections based on a pilot analysis, which suggested that inclusion of more dorsal–ventral connections resulted in a poorer model fit. In models 1–4, we systematically varied the precise location of the possible dorsal influence on ventral stream processing. Dorsal–ventral interactions were modeled as an influence of the superior parietal gyrus on the inferior occipital cortex in model 1, or as an influence of the precentral areas on the temporal pole in model 2. In model 3, an influence of the superior parietal gyrus on the temporal pole was assumed. In model 4, both an influence of the superior parietal gyrus on the inferior occipital cortex and an influence of the superior parietal gyrus on the temporal pole were tested. After specifying and estimating these models for each subject and each session separately, Bayesian model selection (BMS) (Penny et al. 2004) was used to identify the DCM that optimally explains effective connectivity between the modeled dorsal and ventral streams areas during visual object recognition. Model selection was carried out as follows (Heim et al. 2009): First, the Bayes factor (BF) from the pair-wise comparisons of the 4 models for each session and each subject were calculated. Based on these values, the group Bayes factor (GBF) was calculated by multiplying all subject-specific BFs (Smith et al. 2006; Penny and Penny 2007). Furthermore, a positive evidence ratio (PER) (Stephan and Penny 2007) was determined, which is defined as the ratio of the number of subjects for which there is positive evidence ($BF > 3$) for 1 model divided by the number of subjects, in which the other model is favored. After selecting the optimal model based on these comparisons, parameters for the inputs and intrinsic connections were averaged across sessions in each subject. For statistical inferences at the group level, these individual parameter measures were tested against zero using one-sample $t$-tests, corrected for multiple comparisons.

### Table 1

<table>
<thead>
<tr>
<th>Brain region</th>
<th>BA</th>
<th>MNI coordinates (mm)</th>
<th>t</th>
<th>$P$ (FDR corrected)</th>
<th>Cluster size (voxels)</th>
<th>$P$ (cluster corrected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incongruent versus congruent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal Pole Sup L</td>
<td>38</td>
<td>$−58, 14, −4$</td>
<td>7.78</td>
<td>$&lt;0.001$</td>
<td>5682</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Temporal superior L</td>
<td>22</td>
<td>$−58, −26, 12$</td>
<td>7.66</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insula L</td>
<td>48</td>
<td>$−42, −12, 4$</td>
<td>7.64</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus R</td>
<td>37</td>
<td>$−38, −48, 2$</td>
<td>7.73</td>
<td>$&lt;0.001$</td>
<td>9096</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Supplementary motor area L</td>
<td>6</td>
<td>$−2, 14, 70$</td>
<td>7.31</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal R</td>
<td>48</td>
<td>$−44, −8, −10$</td>
<td>6.99</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior parietal L</td>
<td>7</td>
<td>$−39, −44, 70$</td>
<td>7.32</td>
<td>$&lt;0.001$</td>
<td>1778</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Precentral L</td>
<td>6</td>
<td>$−28, −12, 70$</td>
<td>6.81</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postcentral L</td>
<td>1</td>
<td>$−52, −32, 56$</td>
<td>6.42</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior parietal L</td>
<td>39</td>
<td>$52, −58, 46$</td>
<td>6.25</td>
<td>$&lt;0.001$</td>
<td>898</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Supramarginal R</td>
<td>40</td>
<td>$54, −32, 44$</td>
<td>4.49</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parahippocampal R</td>
<td>35</td>
<td>$18, −20, −20$</td>
<td>5.64</td>
<td>$&lt;0.001$</td>
<td>189</td>
<td>0.005</td>
</tr>
<tr>
<td>Cerebellum R</td>
<td>16</td>
<td>$−58, −50$</td>
<td>4.48</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cerebellum R</td>
<td>14</td>
<td>$−68, −50$</td>
<td>5.30</td>
<td>$&lt;0.001$</td>
<td>206</td>
<td>0.003</td>
</tr>
<tr>
<td>Cerebellum R</td>
<td>24</td>
<td>$−58, −50$</td>
<td>4.84</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital middle L</td>
<td>18</td>
<td>$0, −88, 26$</td>
<td>4.80</td>
<td>$&lt;0.001$</td>
<td>290</td>
<td>0.001</td>
</tr>
<tr>
<td>Occipital inferior R</td>
<td>19</td>
<td>$4, −90, 34$</td>
<td>4.48</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congruent versus incongruent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital inferior R</td>
<td>19</td>
<td>$36, −82, −6$</td>
<td>9.90</td>
<td>$&lt;0.001$</td>
<td>5929</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Occipital inferior R</td>
<td>19</td>
<td>$28, −84, −10$</td>
<td>9.38</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital middle R</td>
<td>18</td>
<td>$14, −96, −5$</td>
<td>8.53</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital L</td>
<td>18</td>
<td>$−28, −86, −10$</td>
<td>8.63</td>
<td>$&lt;0.001$</td>
<td>3517</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Occipital middle L</td>
<td>19</td>
<td>$−48, −74, 2$</td>
<td>7.50</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital middle L</td>
<td>18</td>
<td>$−28, −86, 14$</td>
<td>7.12</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus R</td>
<td>37</td>
<td>$−22, −26, −4$</td>
<td>7.31</td>
<td>$&lt;0.001$</td>
<td>204</td>
<td>0.001</td>
</tr>
<tr>
<td>Hippocampus R</td>
<td>37</td>
<td>$−8, −26, −8$</td>
<td>5.56</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precentral R</td>
<td>6</td>
<td>$46, 0, 46$</td>
<td>6.90</td>
<td>$&lt;0.001$</td>
<td>548</td>
<td></td>
</tr>
<tr>
<td>Superior parietal L</td>
<td>7</td>
<td>$30, −54, 56$</td>
<td>6.26</td>
<td>$&lt;0.001$</td>
<td>415</td>
<td>$&lt;0.001$</td>
</tr>
<tr>
<td>Inferior parietal R</td>
<td>40</td>
<td>$34, −34, 48$</td>
<td>4.68</td>
<td>$&lt;0.001$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The 4 VOIs selected for effective connectivity analysis with DCM are written in italics.

---
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ERP Recordings and Data Analysis (Experiment 3)

ERP recordings were performed in a dimly lit, sound-attenuated, electrically shielded booth. Scalp potentials were collected using an equi-distant montage of 64 sintered Ag/AgCl electrodes mounted in an elastic cap (Easy Cap, Herrsching, Germany). An electrode between FPz and Fz was connected to the ground, and an electrode between Cz and FCz was used as recording reference. Eye movements were monitored with supra- and infra-orbital electrodes and with electrodes on the external canthi. Electrode impedance was kept below 5 kΩ. Electrical signals were amplified with BrainAmp (Brain Products, Gilching, Germany). The amplifiers (low-pass filter: 70 Hz, 24 dB/octave attenuation; 50 Hz notch filter) and continuously recorded (digitalization rate: 500 Hz), digitally bandpass filtered (high cutoff: 16 Hz, 24 dB/octave attenuation; low cutoff: 0.1 Hz, 12 dB/octave attenuation) and segmented (152 ms before to 1000 ms after the onset of the picture stimulus). Ocular artifacts were removed using independent component analysis (Makeig et al. 1997). Artifact-free EEG segments to trials with correct responses were averaged separately for each experimental condition and electrode synchronous to the onset of the stimulus. The resulting individual ERPs were referenced to average reference (BrainVision Analyzer, Brain Products, Gilching, Germany).

Statistical analysis of the ERP data focused on 2 scalp regions of interest in accordance with earlier studies: A fronto-central electrode cluster close to motor areas, in which ERP effects in response to action-related processing were frequently observed (e.g., Pulvermüller 2005; Kiefer et al. 2011), a parietal electrode cluster, in which the N400 ERP component, an electrophysiological index of semantic integration processes, is typically recorded (e.g., Kutas and Hillyard 1980; Bentin et al. 1985; Kiefer 2001; Kiefer et al. 2011). In each scalp region of interest, 4 pairs of contralateral electrodes were selected for statistical analysis: fronto-central: C3/C4, FC3/FC4, F1/F2, C1/C2; parietal: P3/P4, P1/P2, CP3/CP4, CP1/CP2. As action-priming effects previously emerged in both an early P1 time window and a later N400 time window, statistical analysis of the ERP data was performed in these 2 time windows (Kiefer et al. 2011): P1 time window, 120–150 ms after picture stimulus onset; N400 time window, 380–480 ms after picture stimulus onset. Repeated measures analyses of variance (ANOVAs) were performed on mean voltages in each time window with congruency (congruent vs. incongruent), hemisphere (left vs. right), and electrode site (4 positions within the region of interest) as within-subjects factors. Separate analyses were conducted for each time window and scalp region. In order to account for possible violations of the sphericity assumption of the repeated measures ANOVA model, degrees of freedom were adjusted according to the method of Huynh and Feldt, 1970, and the Huynh–Feldt ε as well as the corrected significance levels is reported, when appropriate. Only the corrected significance levels (P < 0.05) were reported. Similar to the fMRI experiment, ERP priming effects (ERP difference congruent minus incongruent) were related to behavioral priming effects (ER) in a correlation analysis.

We determined the neural sources for significant effects of congruency (congruent vs. incongruent) using distributed source modeling (minimum norm source estimates) (Hauk 2004) implemented in BESA 5.1 (MEGIS). This method yields the unique solution that explains the data and does not contain components that are “silent”, that is, do not produce any measurable surface signal by themselves. Sources were computed for the grand-averaged ERP difference waves between congruent and incongruent stimuli to eliminate unspecific brain activity associated with stimulus processing. Minimum norm source estimates (minimum L2 norm) were calculated using a standardized realistic head model (finite element model [FEM]). The pre-target baseline was used to estimate the noise regularization parameters. Minimum norm was computed with depth weighting, spatio-temporal weighting, and noise weighting for individual channels. Depth weighting reduces source localization bias toward superficial currents due to an attenuation of EEG lead fields with increasing source depth (Lin et al. 2006). Spatio-temporal weighting gives larger weight to sources more likely assumed to contribute to the recorded data based on the signal subspace correlation measure (Mosher and Leahy 1998). Cortical currents were determined within the time window during which significant ERP differences were obtained at the time point of maximal global field power (GFP) in the ERP difference waves to ensure optimal signal-to-noise-ratio (Kiefer et al. 2007). Talairach coordinates for the activation peaks were determined on the 2D surface covering the cortex on which the source solution was computed. We report the nearest BAs to the peak activations located by the Talairach Daemon (Lancaster et al. 2000).

Results

fMRI Experiment 1 (Action Priming)

Behavioral Data

Analysis of the behavioral data of the primed picture–word matching task revealed an action-priming effect on ER. Error rate was significantly higher in the incongruent (9.7%) than that in the congruent condition (6.5%; t(20) = 3.016, P = 0.0068, one-tailed paired-sample t test). This result shows that action observation facilitates visual recognition of objects affording similar actions and suggests a functional role of action representation in visual object recognition. Analysis of RT did not yield significant RT differences between congruent and incongruent conditions, but reactions were numerically faster in congruent (633.31 ms) than in incongruent (642.23 ms) trials (t(20) = 1.155, P = 0.26, one-tailed paired-sample t test). Hence, as in previous studies (Helbig et al. 2006; Kiefer et al. 2011), the action-priming effect was more pronounced for ER than for RT data.

fMRI Activation Data

As priming is typically reflected by an attenuated brain activity in the primed condition compared with the unprimed condition due to more efficient processing, we first identified brain areas with greater activity in the incongruent (unprimed) than in the congruent (primed) condition (Table 1). We found decreased activity as a function of action priming in frontal and parietal motor areas. The MR signal was reduced in the left pre- and post-central gyri encompassing the primary sensory–motor cortex (BA 1–4), in inferior frontal gyrus (BA 44) that is a part of the premotor cortex, in adjacent portions of the insula (BA 48) and in the SMA (BA 6) (Fig. 2A, left). Priming-related reduction of brain activity was also found in parietal areas including the left superior parietal gyrus (BA 7), left inferior parietal gyrus (BA 39) as well as right supramarginal gyrus (BA 40).

Outside the visuo-motor system, action priming was associated with reduced activity in lower level (middle and inferior occipital gyri, BA 18/19) and higher level visual areas (inferior temporal gyrus, BA 20). Finally, priming-related attenuation of brain activity was obtained in areas known to support semantic integration: The superior temporal gyrus (BA 22) extending to the temporal pole (BA 38) showed a MR signal decrease as a function of action priming. When relating behavioral action priming on ER to neural priming effects at the peak voxels in the above-mentioned clusters, we found a significant correlation between brain activity and behavior in the postcentral gyrus (r = 0.496, P < 0.05).

Although action priming predominantly resulted in a decrease of the MR signal, a few areas increased activity as a function of priming (Table 1). Greater activity in the congruent than in the incongruent condition was mainly observed in a large cluster encompassing inferior and middle occipital cortex (BA 18/19) as well as middle temporal cortex (BA 21) bilaterally. Additional right premotor cortex (BA 6) and right lateral occipital cortex were active in the congruent condition only.
superior parietal cortex (BA 7) showed a signal increase as a function of priming (Fig. 2A, right).

**FMRI Effective Connectivity**

After comparing adequateness of the models on the basis of GBF and PER criteria, model 3 was selected because it was superior to the 3 alternative models (Table 2). This model includes feedforward connections from inferior occipital cortex dorsally to superior parietal cortex and further on to precentral cortex and ventrally form inferior occipital cortex to the temporal pole. In addition, this model assumes influences of the dorsal stream on the ventral stream though connections between superior parietal cortex (dorsal stream) and the temporal pole (ventral stream). Statistical analysis of the model parameters showed that the driving input as well as all intrinsic connections including the influence of superior parietal cortex on temporal pole activity were significantly greater than zero (Fig. 3B, see also Table 3).

**FMRI Experiment 2 (Action Observation Localizer)**

Action observation elicited increased activity bilaterally in occipital cortex (BA 18/19), in posterior inferior temporal gyrus (BA 37) and in middle temporal gyrus (MTG) although activation peaks were located in the right hemisphere (Table 4). This large cluster also encompassed activation in the left inferior parietal gyrus (BA 40) extending to the postcentral gyrus (BA 3). Action...
observation was also associated with activation in a large cluster of voxels encompassing left inferior frontal gyrus (BA 44/45) as well as left middle and superior frontal gyri (BA 6/8). Increased activation was also found in the hippocampus (BA 30/37) bilaterally. The activity pattern associated with action observation partially overlapped with action priming-related activity reduction in visual and visuo-motor regions: middle occipital gyrus, inferior and middle temporal gyri, postcentral gyrus, inferior frontal gyrus and inferior parietal gyrus (see Fig. 2B).

ERP Experiment 3 (Action Priming)
Analyses of the behavioral data did not reveal significant differences between the congruent and incongruent conditions, although direction of the mean differences for both ER (congruent: 5.89%; incongruent: 6.25%; \( t(19) = -0.444, P = 0.662 \); one-tailed paired-sample \( t \) test) and RT was comparable with the fMRI Experiment 1 (congruent: 611.82 ms; incongruent: 614.64 ms; \( t(19) = -0.669, P = 0.51 \); one-tailed paired-sample \( t \) test).

Table 2
PER and GBF for the comparison of models 1–4

<table>
<thead>
<tr>
<th>Session</th>
<th>3 versus 1</th>
<th>3 versus 2</th>
<th>3 versus 4</th>
<th>2 versus 1</th>
<th>1 versus 4</th>
<th>2 versus 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison of models 1–4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.1</td>
<td>5.2</td>
<td>8.1</td>
<td>4.0</td>
<td>1.3</td>
<td>5.0</td>
</tr>
<tr>
<td>2</td>
<td>4.1</td>
<td>1.1</td>
<td>7.0</td>
<td>1.1</td>
<td>1.1</td>
<td>3.0</td>
</tr>
</tbody>
</table>

PER—normal print; GBF—cursive print.

Figure 3. Effectivity analyses with DCM. (A) Schematic representation of the 4 tested alternative models. Gray filled circles depict the brain regions (iOcc, inferior occipital cortex; SPG, superior parietal gyrus; PreCG, precentral gyrus; TP, temporal pole) involved in the model network. Arrows between the regions indicate the direction of intrinsic connections. Gray rectangles depict the inputs of stimuli into the right inferior occipital region (iOcci). (B) Average parameter estimates of the intrinsic connections in the selected model (model 3). All parameters were significantly larger than zero including the connection between superior parietal gyrus and the temporal pole.
Analysis of the ERP data (Fig. 4) showed in the early time window between 120 and 150 ms after target picture onset (P1 time window) an action-priming effect over the fronto-central scalp: ERPs were more negative in the congruent than in the incongruent condition (congruent: $-1.62 \mu V$; incongruent: $-1.29 \mu V$; $F_{1,19} = 4.50, P = 0.047$). P1 amplitude over the parietal scalp region did not differ between the congruent and incongruent conditions in this time window (congruent: $0.73 \mu V$; incongruent: $0.75 \mu V$; $F_{1,19} = 0.014, P = 0.91$). In the later time window between 380 and 480 ms after target stimulus onset (N400 time window), significant ERP action-priming effects were observed both over fronto-central ($F_{1,19} = 4.96, P = 0.039$) and parietal scalp regions ($F_{1,19} = 5.79, P = 0.027$): ERPs in the incongruent condition were more negative than in the congruent condition.

### Table 3
Parameters of the selected DCM model, including inputs and intrinsic connections (statistical significance at $P = 0.001$, Bonferroni-corrected for multiple comparisons)

<table>
<thead>
<tr>
<th>Parameters of the selected DCM model</th>
<th>Mean</th>
<th>SD</th>
<th>$T_{20}$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrinsic connections</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{iOcc} \rightarrow \text{SPG}$</td>
<td>0.434</td>
<td>0.29</td>
<td>6.86</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$\text{iOcc} \rightarrow \text{TP}$</td>
<td>0.257</td>
<td>0.16</td>
<td>7.34</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$\text{SPG} \rightarrow \text{PreCe}$</td>
<td>0.526</td>
<td>0.20</td>
<td>12.26</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$\text{SPG} \rightarrow \text{TP}$</td>
<td>0.304</td>
<td>0.29</td>
<td>4.79</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$\text{TP} \rightarrow \text{PreCe}$</td>
<td>0.382</td>
<td>0.26</td>
<td>6.76</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Driving inputs</td>
<td>0.184</td>
<td>0.14</td>
<td>6.06</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

$i\text{Occ}$, inferior occipital cortex; $\text{SPG}$, superior parietal gyrus; $\text{PreCe}$, precentral gyrus; $\text{TP}$, temporal pole.

### Table 4
Activation peaks for the contrast action observation versus fixation, whole-brain analysis (significant at voxel or cluster level, $P$ (FDR) < 0.05 corrected, cluster size > 184)

<table>
<thead>
<tr>
<th>Activations</th>
<th>Brain region</th>
<th>BA</th>
<th>MNI coordinates (mm)</th>
<th>$T$</th>
<th>$P$ (FDR corrected)</th>
<th>Cluster size (voxels)</th>
<th>$P$ (cluster corrected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal middle R</td>
<td>37</td>
<td>54, -68, 0</td>
<td>14.34</td>
<td>&lt;0.001</td>
<td>25 573</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Occipital inferior R</td>
<td>18/19</td>
<td>44, -82, -2</td>
<td>10.58</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temporal inferior R</td>
<td>37</td>
<td>54, -64, -12</td>
<td>10.47</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal inferior opercular L</td>
<td>48/44</td>
<td>-52, 18, 2</td>
<td>7.00</td>
<td>&lt;0.001</td>
<td>7993</td>
<td>&lt;0.001</td>
<td></td>
</tr>
<tr>
<td>Frontal inferior triangular L</td>
<td>45</td>
<td>-52, 36, 14</td>
<td>6.20</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal inferior orbito L</td>
<td>47</td>
<td>-46, 36, -14</td>
<td>6.11</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Putamen L</td>
<td>-28, -2, 10</td>
<td>4.66</td>
<td>&lt;0.001</td>
<td>1336</td>
<td>0.004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus L</td>
<td>-28, -30, -8</td>
<td>4.15</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus L</td>
<td>-22, -22, -14</td>
<td>4.11</td>
<td>&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

BA, Brodmann area; Coordinates (mm): MNI, Montreal Neurological Institute; $P$ (FDR corrected), significance level, voxel-level correction; $P$ (cluster corrected), significance level, cluster-level correction; $k$, cluster extent (in voxels of size $2 \times 2 \times 2$ mm).

### Figure 4
Grand-averaged ($n = 20$) ERPs as a function of action congruency. (A) Shown are ERP waveforms at selected electrodes and topographic maps of the early (P1: 120–150 ms) and late (N400: 380–480 ms) action-priming effects. In this and the upcoming figures, negative potentials are plotted downward. The $y$-axes indicate the onset of the target. (B) Topography of the action-priming effects in the P1 and N400 time window. Arrows (ERP plots) index significant action-priming effects.
congruent condition at both fronto-central (congruent: −1.30 μV; incongruent: −1.58 μV) and parietal electrodes (congruent: 3.57 μV; incongruent: 3.08 μV). The action-priming effect was more pronounced at parietal than fronto-central electrodes (Fig. 4). ERP priming effects were not significantly correlated with behavioral priming (ER), presumably due to the small effect sizes in both measures.

Source analyses of the significant action priming ERP effects using minimum norm estimation (Hauk 2004) identified for the early P1 time window (120–150 ms) generators within a large fronto-parietal visuo-motor network. Local maxima were found in motor and premotor cortex (BA 1/2/4/6) as well as in the inferior frontal (BA 44) and parietal gyri (BA 40/43), predominantly of the left hemisphere (Fig. 5). In the later N400 time window (380–480 ms), the action-priming effects were referred to generators in occipital areas (BA 17/18/19), in posterior middle and superior temporal gyri (BA 21/22), as well as in motor (BA 1/2/3) and premotor areas (BA 4/6).

Discussion
The present combined ERP/fMRI study elucidated the functional contribution of the visuo-motor system to visual object recognition using an action priming paradigm. We assessed whether observation of an action facilitates subsequent recognition of a manipulable artifact object and determined the spatio-temporal dynamics of brain activation underlying this action-priming effect. In particular, we wanted to specify the interaction between the dorsal visual stream dedicated to visuo-motor preparation and the ventral visual stream involved in perceptual stimulus analysis during the course of visual object recognition.

Object recognition accuracy in the picture–word matching task was higher for objects that afforded actions similar to the prime movies (congruent condition) compared with dissimilar ones (incongruent condition). In line with earlier work (Helbig et al. 2006; Helbig et al. 2010; Kiefer et al. 2011), this action-priming effect suggests a functional role of action representations in visual object recognition (Almeida et al. 2008; Sakuraba et al. 2012). The priming effect was more pronounced in the fMRI experiment than in the ERP experiment, presumably because in the latter, prime-target pairings were presented twice so that stimulus repetition may have reduced the magnitude of the priming effect (Kiefer 2005; Sim and Kiefer 2005).

Most importantly, fMRI and ERP results revealed an involvement of visuo-motor areas in the generation of the action-priming effect thereby providing the first direct evidence for a functional link between the brain circuits involved in visuo-motor processing and visual object recognition: FMRI scanning (Experiment 1) showed a reduction of brain activity as a function of action priming in various parts of the visuo-motor system including parietal dorsal stream areas and associated frontal motor regions: Reduced activity related to priming was obtained in primary motor and somatosensory areas (left pre- and post-central gyri, BA 1–4), premotor areas (inferior and superior frontal gyri, BA 6, BA 44) as well as in parietal visuo-motor areas (left superior parietal gyrus, BA 7; left inferior parietal gyrus, BA 39; right supramarginal gyrus, BA 40). Part of these frontal and parietal areas was also activated during mere passive viewing of actions in the present action observation localization experiment (Experiment 2) demonstrating their function in visuo-motor processing in line with earlier studies (Rizzolatti, Fadiga, Gallese et al. 1996; Hari et al. 1998; Grèzes and Decety 2002; Buccino et al. 2004; Caspers et al. 2010; Hari et al. 2010; Pihko et al. 2010): Activity in the superior and inferior frontal (Kalénine et al. 2010) and parietal gyri (Caspers et al. 2010) as well as in the supramarginal gyrus (Oghamian et al. 2004) has also been shown to be critical for processing of object-related actions. Frontal and parietal visuo-motor areas also play a role in conceptual processing of action-related information as suggested by modality-specific theories of conceptual memory: Premotor and parietal areas have been found to be recruited during conceptual processing of manipulable artifact objects (Chao and Martin 2000; Gallese and Lakoff 2005; Barsalou 2008; Hoenig et al. 2008), activity in pre- and post-central gyri has been observed during both the execution of actions as well as during conceptual processing of action words (Hauk et al. 2004).

Neural priming effects in the postcentral region were significantly related to behavioral priming suggesting a functional correspondence between behavioral and neural action priming, at least within a part of the visuo-motor system.

In addition to visuo-motor areas, priming-related reductions of brain activity were also obtained in visual-perceptual areas of the ventral stream including middle and inferior occipital gyrus (BA 18/19) and the inferior temporal gyrus (BA 20). These areas are typically involved in visual object recognition (Goodale et al. 1991; Freedman et al. 2006; Jastorff and Orban 2009).

Action priming was also associated with reduced activity outside the visual-perceptual and the visuo-motor systems in areas known to support semantic integration (Patterson et al. 2007; Kiefer and Pulvermüller 2012). Priming-related attenuation of brain activity was obtained in the superior temporal gyrus (BA 22) including the temporal pole (BA 38). This suggests that previous activation of congruent action representations reduced the cognitive effort of semantic integration to achieve a coherent object representation as a cognitive basis for object recognition. Note that the congruent and
incongruent conditions were matched for global semantic similarity ruling out semantic priming as a source of anterior temporal activity. In line with this suggested dorsal–ventral interaction, effective connectivity analyses indicated in addition to feedforward connections within the ventral and dorsal streams a significant influence of superior parietal cortex on activity in anterior temporal areas.

ERP source analyses revealed early activity (120–150 ms) in brain areas, which are typically associated with action processing (Kiefer 2001; Hauk et al. 2004; Kiefer 2005; Hoenig et al. 2008), that is, in pre- and post-cortical cortex as well as in inferior parietal cortex in agreement with the present fMRI experiment. This suggests that action priming depends on rapid activation of motor representations within the first 200 ms of visual object processing. In the later time window (380–480 ms), source activity was obtained in occipital and temporal areas extending to the temporal pole in addition to activity within frontal and parietal motor areas. Hence, priming-related activity in the ventral stream (occipito-temporal areas) as well in some parts of the dorsal stream (parts of premotor and parietal cortex) occurs relatively late and may reflect feedback influences from earlier motor activity. Although effective connectivity analyses of the MR signal do not provide any time course information, the observed influence of superior parietal cortex on activity in anterior temporal areas is congruent with this interpretation of the ERP data.

Taken together, our action-priming results reveal a functional role of visuo-motor representations in the dorsal stream for the visual recognition of manipulable man-made objects. They demonstrate a temporally ordered activation in both the ventral and dorsal streams during the course of visual recognition. In a first stage, action representations of the target objects are rapidly activated in the dorsal stream, whereas in a second stage, presumably due to a feedback signal derived from these initially activated action representations, priming modulates activity in various parts of the ventral stream such in areas dedicated to semantic integration in the anterior temporal lobe (Patterson et al. 2007). As action-related features are essential parts of the representations of manipulable objects (McRae and Cree 2002; Hoenig et al. 2008), visual and conceptual object representations were more accurately activated, and their visual recognition was facilitated. The present action priming study therefore demonstrates that the contribution of the dorsal visual stream to object perception is not confined to allocation of attention to the relevant stimulus as suggested previously (Pisella et al. 2009). Instead our observation of priming-related activity differences in frontal and parietal areas that overlapped with the activity pattern elicited by action observation strongly suggests a direct contribution of visuo-motor representations within in the dorsal stream to object recognition. Effective connectivity analyses of the MR signal also confirm the suggested dorsal–ventral interaction during object recognition. It has to be determined in future studies whether visuo-motor representations also facilitate the recognition of manipulable objects from other categories such as animals, plants or fruit, for which action information is less essential compared with artifact objects (McRae and Cree 2002; Hoenig et al. 2008).

While most brain areas showed the typical priming-related decrease of brain activity (Posner et al. 1997; Wagner et al. 1997; Buckner et al. 1998; Dehaene et al. 1998; Dehaene et al. 2001; Koutstaal et al. 2001), a few areas responded with increased activity as a function of priming: In a large cluster encompassing middle and inferior occipital gyri (BA 18/19) as well as in posterior inferior temporal and middle temporal gyri (BA 37, BA 21), the MR signal was higher in the congruent than in the incongruent condition. Furthermore, smaller clusters in right premotor, right superior and inferior parietal cortex also showed higher activity in response to priming. Possibly, these priming-related signal increases (Henson 2003; Price and Devlin 2011) reflect more stable and accurate object representation in the primed condition, which boost activity particularly in visual brain areas of the ventral stream.

It could be argued that the present priming effects do not arise from similarity between the prime action and the action afforded by the target object, but from object-related processes induced by the prime movie. However, this alternative explanation can be excluded for several reasons: First, the object, which was used to record the action movie, was removed from the video clip and could not be correctly inferred from observing the action as shown in a control experiment. Secondly, global semantic similarity between the unseen object from the action movie and the target object was matched for the congruent and incongruent conditions. Thirdly, the action in the prime movie and the action afforded by the target object were always different even in the congruent condition, thereby excluding effects of action repetition. Thus, our experimental design ensures that only action similarity between prime action and target object was the driving force of the priming effect and excludes alternative explanations based upon a possibly imagined object during action movie observation.

In conclusion, the present combined ERP/fMRI study specifies the interplay between visuo-motor processing in the dorsal visual stream and processes in the ventral stream dedicated to perceptual analyses and semantic integration during visual recognition of manipulable objects. Using an action priming paradigm, we found a priming-related reduction of brain activity in frontal and parietal visuo-motor areas as well as in inferior temporal and anterior temporal areas. Inferior temporal areas are known to be involved in visual shape analysis (Freedman et al. 2006; Jastoff and Orban 2009) and visual recognition whereas anterior temporal areas are thought to support semantic integration (Patterson et al. 2007; Kiefer and Pulvermüller 2012). ERP recordings suggested a rapid onset of activity in frontal and parietal visuo-motor areas at about 120 ms whereas activity in occipito-temporal and anterior temporal areas emerged later at about 380 ms. Effective connectivity analyses substantiated an influence of dorsal areas (superior parietal cortex) on processing within the ventral visual stream (temporal pole) during the course of object recognition. The present results suggest that rapidly initiated visuo-motor processes within the dorsal stream functionally contribute to the visual recognition of manipulable objects in interaction with processes within the ventral visual stream dedicated to visual analysis and semantic integration.
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