Predicting the phase behavior of hydrogen in NaCl brines by molecular simulation for geological applications
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Abstract – Hydrogen is targeted to have a significant influence on the energy mix in the upcoming years. Its underground injection is an efficient solution for large-scale and long-term storage. Furthermore, natural hydrogen emissions have been proven in several locations of the world, and the potential underground accumulations constitute exciting carbon-free energy sources. In this context, comprehensive models are necessary to better constrain hydrogen behavior in geological formations. In particular, solubility in brines is a key-parameter, as it directly impacts hydrogen reactivity and migration in porous media. In this work, Monte Carlo simulations have been carried out to generate new simulated data of hydrogen solubility in aqueous NaCl solutions in temperature and salinity ranges of interest for geological applications, and for which no experimental data are currently available. For these simulations, molecular models have been selected for hydrogen, water and Na⁺ and Cl⁻ to reproduce phase properties of pure components and brine densities. To model solvent-solutes and solutes-solutes interactions, it was shown that the Lorentz-Berthelot mixing rules with a constant interaction binary parameter are the most appropriate to reproduce the experimental hydrogen Henry constants in salted water. With this force field, simulation results match measured solubilities with an average deviation of 6%. Additionally, simulation reproduced the expected behaviors of the H₂O + H₂ + NaCl system, such as the salting-out effect, a minimum hydrogen solubility close to 57 °C, and a decrease of the Henry constant with increasing temperature. The force field was then used in extrapolation to determine hydrogen Henry constants for temperatures up to 300 °C and salinities up to 2 mol/kgH₂O. Using the experimental measures and these new simulated data generated by molecular simulation, a binary interaction parameter of the Soreide and Whiston equation of state has been obtained model allows fast and reliable phase equilibrium calculations, and it was applied to illustrative cases relevant for hydrogen geological storage or H₂ natural emissions.
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Résumé – Prédiction par simulation moléculaire des équilibres de phase de l’hydrogène dans des saumures de NaCl pour des applications géologiques. Dans les années à venir, l’hydrogène est amené à occuper une place toujours plus importante dans le mix énergétique. Son injection dans le sous-sol s’avère être une solution efficace pour son stockage à grande échelle et sur le long-terme. Par ailleurs, des émissions naturelles d’hydrogène ont été mises en évidence en plusieurs endroit du monde, et les accumulations souterraines potentielles constituent une source d’énergie décarbonée prometteuse. Dans ce contexte, des modèles sont nécessaires pour mieux appréhender le comportement de l’hydrogène dans les formations géologiques. En particulier, sa solubilité dans les saumures est un paramètre-clé, qui influence directement la réactivité de l’hydrogène et sa mobilité dans les milieux poreux. Dans ce travail, des simulations Monte Carlo ont été réalisées pour générer de nouvelles données simulées de solubilité d’hydrogène dans des solutions aqueuses de NaCl pour des gammes de températures et pressions représentatives des conditions géologiques, et pour lesquelles aucune donnée expérimentale n’est aujourd’hui disponible. Pour ces simulations, des modèles moléculaires existants ont été sélectionnés pour l’hydrogène, l’eau et les ions Na⁺ et Cl⁻ afin de reproduire les propriétés des corps purs et les densités de la saumure. Pour modéliser les interactions solvant-soluté et soluté-soluté, nous avons montré que les règles de mélange de Lorentz-
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Berthelot avec un paramètre d’interaction binôme constant sont les plus appropriées pour reproduire les données expérimentales disponibles de constante de Henry de l’hydrogène dans l’eau salée. Avec ce champ de forces, les résultats de simulation reproduisent les données expérimentales de solubilité avec un écart moyen de 6%. De plus, les simulations reproduisent les comportements attendus du système $H_2 + H_2O + NaCl$, comme l’effet « salting-out », le minimum de solubilité vers 57°C et la diminution de la constante de Henry lorsque la température augmente. Ce champ de forces a alors été utilisé en extrapolation pour déterminer les constantes de Henry de l’hydrogène pour des températures jusqu’à 300°C et des salinités jusqu’à 2 mol/kg$_{H_2O}$. En utilisant les données expérimentales existantes et ces nouvelles données simulées générées par la simulation moléculaire, un coefficient d’interaction binôme a été ajusté pour l’équation d’état Soreide et Whitson. Le modèle ainsi construit permet des calculs rapides et fiables des équilibres de phase impliquant l’hydrogène, et il a été appliqué sur des cas d’application représentatifs du stockage géologique et des émissions naturelles d’hydrogène.
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1 Introduction

Hydrogen ($H_2$) is currently taking an increasing role in the energy mix. If hydrogen remains today a main raw material for the industry, its capacity for long-term storage of decarbonized energy is highlighted by numerous authors and the H2 council. First pilot projects are taking place and use electrolysers to convert solar- and wind-farm electricity to H2 which is then stored (Darras et al., 2012; Perez et al., 2016). It can then be converted again to electricity (such as the Methycentre project [ADEME, 2018]), injected in the natural gas network (such as the Grhyd project in Dunkerque, France [ENGIE, 2018]) or used as fuel for vehicles. But the development of a large-scale use of hydrogen implies increasing storage needs, and injection in geological formations, used extensively in the gas and compressed air energy industries, is an attractive solution to reach sizable storage volumes (Lord et al., 2014). Various options that already proved their efficiency and economic viability for other gases, such as injection in aquifers, depleted oil and gas fields, and salt caverns, are currently under study (Le Duigou et al., 2017).

In addition, numerous native $H_2$ emissions have been detected worldwide, in the mid oceanic ridge, in active fault zones, in ophiolitic contexts or in intracratonic basins (Charlou et al., 2002; Charlou et al., 2010; Deville and Prinzhofer 2016; Larin et al., 2015; Moretti et al., 2018; Prinzhofer and Deville, 2015; Satake et al., 1984; Sato et al., 1986; Vacquand et al., 2018). Accumulations have even been found in Kansas (Guélard et al., 2017) or Mali (Prinzhofer et al., 2018), where natural hydrogen is used to produce electricity since 2015. The sources of $H_2$ and the mechanisms responsible for its formation remain to be clearly identified, even if some chemical reactions are already known to be efficient $H_2$ producers, such as serpentinization or oxidation of iron-rich rocks (Bachaud et al., 2017; Deville and Prinzhofer 2016; Vacquand et al., 2018). The behavior of this molecule along its migration path is another aspect that needs to be better constrained. The high mobility and reactivity of hydrogen have been highlighted in numerous studies (Carden and Paterson, 1979; Paterson, 1983; Reitenbach et al., 2015), both of which being impacted by hydrogen solubility in formation waters. Understanding the phase behavior of systems involving hydrogen and brines is thus of primary importance for exploration of native $H_2$ accumulations and to correctly design hydrogen storage in geological formations.

Various equations of state have been already developed to accurately predict solubility of hydrogen in pure water at high temperature and pressure for geological applications (e.g. Akinfiev and Diamond, 2003; Plyasunov and Bazarkina, 2018; Plyasunov and Shock, 2001). Concerning electrolytic aqueous solutions, light gas solubility has been successfully modeled in the past using either activity coefficient models mainly based on the Pitzer theory (e.g. Duan and Sun, 2003; Duan et al., 1992; Li et al., 2018; Rumpf et al., 1998; Xia et al., 2000; Xia et al., 1999) or equations of state such as Virial-based equations (e.g. Duan et al., 1996, 2003), cubic equations (e.g. Li et al., 2015; Soreide and Whitson, 1992; Sorensen et al., 2002), or more advanced equations of state including association forces as e-CPA (e.g. Carvalho et al., 2015; Courtial et al., 2014; Hemptinne et al., 2006; Kontogeorgis and Folas, 2010; Maribo-Mogensen et al., 2015) or e-SAFT (e.g. Ahmed et al., 2018; Held et al., 2014; Ji et al., 2005; Llovel et al., 2012; Patel et al., 2003; Rozmus et al., 2013; Sun and Dubessy, 2012). Nevertheless, all of these models involve empirical parameters to be fitted on available experimental data. Their application range is thus restricted to the temperature, pressure and salinity ranges of the experimental data used for their parameterization.

Concerning hydrogen solubility in brines, an important issue is the lack of experimental data in thermodynamic conditions relevant for geological applications. As described in the first section of this article, almost all the available solubility data concern temperature less than 303 K, and salinities less than 1 mol/kg$_{H_2O}$. The acquisition of new experimental data is a challenging and costly task for safety reasons (high flammability of hydrogen, corrosive aspect of brines) and technical aspects (low $H_2$ solubility). In this context, a promising alternative is molecular simulation. Thanks to robust simulations, Monte Carlo simulation technique has become a very powerful method to predict thermodynamic data and phase equilibrium of systems of industrial interest (Theodorou, 2010; Ungerer et al., 2005). When using an appropriate force field, molecular simulation can be seen as a reliable tool to generate data in complement of classical experiments.

Previous studies have demonstrated the ability of Monte Carlo simulation to predict gas solubility in brines, such as...
CO₂ (Creton et al., 2018; Jiang et al., 2017; Liu et al., 2013; Tsai et al., 2016; Vorholz et al., 2004), H₂S (Fauve et al., 2017), SO₂ and other diatomic light gases (Creton et al., 2018). However, to the best of our knowledge, no molecular simulation study dealing with the solubility of hydrogen in electrolyte solutions has been published. Hence, the goal of this work is first to validate a force field able to accurately predict hydrogen solubility in aqueous NaCl solutions over a wide range of temperatures and salt concentrations, and second to use the simulation data in complement of the existing experimental data to recalibrate an equation of state.

This paper is organized as follows: in a first section, a literature review is carried out to build a consistent database for H₂ + H₂O and H₂ + H₂O + NaCl systems. In a second section, a force field able to reproduce experimental data for both salt-free and salted systems is proposed. Then, Monte Carlo simulations are carried out at higher temperatures and salinities free and salted systems is proposed. Then, Monte Carlo simulations are carried out at higher temperatures and salinities. This is the typical behavior for the solubility of a small molecule in pure water, the minimum-solubility temperature depending on the nature of the solute (Ahmed et al., 2016). The experimental Henry constants are correlated using the formulation recommended by Trinh et al. for hydrogen Henry constant in oxygenated solvents (Trinh et al., 2016a):

\[ T_r \ln \frac{H_i}{P^*} = a + b(1 - T_r)^{0.355} + cT_r \left( \frac{1}{T_r} - 1 \right)^{1.5}, \]  

where \( T_r \) is the reduced temperature of water \( (T_r = T/T_c \text{ with } T_c = 647.096 \text{ K}) \), \( P^* \) is the vapor pressure of pure water, and \( a, b, c \) are three adjustable parameters. The advantage of such an equation form is to allow extrapolation at high temperatures up to solvent critical temperature, as well as at low temperatures through the third term of the equation. The vapor pressure of pure water is evaluated from the DIPPR correlation (Rowley et al., 2003). The parameters \( a, b \) and \( c \) have been fitted to minimize the average absolute deviation (AAD) between the experimental and the correlated Henry constants. The optimized parameters are given in Table 2, and lead to an AAD of 4%, which is less than the experimental uncertainties. Thus, this correlation will be used further in this work to validate molecular simulation results. The correlation curve is plotted on Figure 1, and is valid from 273 K to 636 K.

Experimental data exhibit a maximum in the Henry constant curve for a temperature close to 330 K (i.e. about 57°C), indicating that hydrogen solubility is minimal at this temperature. This is the typical behavior for the solubility of a small molecule in pure water, the minimum-solubility temperature depending on the nature of the solute (Ahmed et al., 2016).

2.2 H₂ + H₂O + NaCl system

Some experimental data for hydrogen solubility in aqueous NaCl solutions are available in literature, but they concern very limited temperature and salinity ranges. All the data available are provided under Bunsen coefficient form, and have been provided as direct measurement of solubility in mole fraction using PVT cells (Creton et al., 2010):

\[ x_i = \frac{1}{1 + \frac{RT_i}{p^*v_{Li}^s}} = \frac{1}{1 + \frac{RT_i}{p^*v_{Li}^s}} = \frac{1}{1 + \frac{RT_i}{p^*M_iS_i}}, \]  

where \( T^0 \) and \( P^0 \) are standard temperature (273.15 K) and pressure (1.013 bar), \( v_{Li}^s \) is the liquid molar volume of pure water and \( M_i \) the molar mass of pure water.

Mole fractions are then converted in Henry constant using equation (2). The fugacity coefficient of hydrogen in vapor phase is calculated with the Soave-Redlich-Kwong equation of state (Soave, 1972) after having checked that this model is able to accurately reproduce pure hydrogen reference compressibility factors (Younglove, 1982). Solubility data (“TPxy” data) are also converted in Henry constants with equation (2) by taking for a given isotherm the smallest available experimental partial pressure to stay as close as possible of the infinite dilution domain. Finally, Table 1 details the type and the references of the various experimental data selected in this work for the binary system H₂ + H₂O. From these experimental data, the evolution of the Henry constant of H₂ in pure water is shown on Figure 1. The repeatability of the experiments coming from various authors allows to evaluate an average experimental uncertainty of ±10%.

The experimental Henry constants are correlated using the formulation recommended by Trinh et al. for hydrogen Henry constant in oxygenated solvents (Trinh et al., 2016a):
converted into Henry constant as previously described. Note that in this conversion, the density of the solvent is required, and to this end the model of Rowe and Chou (Rowe, 1970) was used to calculate density of NaCl aqueous solution at the desired temperature and salt concentration. The most significant contribution is the work of Crozier and Yamamoto (1974) who acquired a large amount of hydrogen solubility data in seawater and NaCl aqueous solutions. Among the other data available, those of Braun (1900) have been rejected because they were found inconsistent with all other available data in similar conditions. Finally, a total of 296 consistent data are considered, and references are detailed in Table 1.

It is worth noticing that 95% of these data concern salt concentrations less than 1 mol/kgH2O (that is, 58 g/L, twice the usual salinity of seawater) and temperatures less than 303 K. As these operating conditions are very far from temperatures and even salinities that can be encountered in geological formations, it fully justifies the need to generate new data at higher temperatures and salinities. Figure 2 shows a selection of Henry constants as a function of temperature for various salinity values. As data are mainly restricted to low temperatures, they cannot be correlated as previously done for pure water. Nevertheless some typical behaviors can be emphasized. First, the greater the molality, the greater the value of Henry constant. This is a consequence of the "salting-out" effect which corresponds to the solubility decrease when salt concentration in water increases. Second, as observed for pure water, data seem to exhibit a maximum in the curve comprised between 320 and 350 K.

### 3 Monte Carlo simulation

#### 3.1 Force field

The molecular model used for hydrogen is the model of Darkrim et al. (1999). This choice is motivated by a previous study led on hydrogen solubility in organic solvents (Ferrando and Ungerer, 2007) which showed that this molecular model is able to accurately reproduce pure hydrogen compressibility factor over a large temperature range and is particularly suitable for phase equilibrium calculation. The hydrogen

---

**Table 1.** Selected experimental data for H2 + H2O and H2 + H2O + NaCl systems.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Number of points</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2 + H2O</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bunsen coefficient</td>
<td>147</td>
<td>(Bohr, 1905; Bunsen, 1855; Choudhary et al., 1982; Crozier and Yamamoto, 1974; Gerecke and Bittrich, 1971; Gniepnsz and Walflauf, 1887; Gordon et al., 1977; Hufnner, 1907; Ipatev et al., 1931; Ipatiev et al., 1932; Knaster and Apelbaum, 1964; Longo et al., 1970; Meyer et al., 1980; Milligan, 1923; Mueller, 1912; Power and Steggall, 1970; Ruetschi and Armlie, 1966; Timofeev, 1890; Wet, 1964; Winkler, 1891, 1906)</td>
</tr>
<tr>
<td>Ostwald coefficient</td>
<td>32</td>
<td>(Cassuto, 1903; Drucker and Moles, 1910; Findlay and Shen, 1912; Geffken, 1904; Lubarsch, 1889)</td>
</tr>
<tr>
<td>Kuenen coefficient</td>
<td>13</td>
<td>(Ahrens and Heusler, 1981; Morrison and Billett, 1952)</td>
</tr>
<tr>
<td>Henry constant</td>
<td>73</td>
<td>(Alvarez et al., 1988; Fernández-Prini et al., 2003; Kishima and Sakai, 1984; Morris et al., 2001; Pray et al., 1952; Purwanto et al., 1996; Seward and Franck, 1981; Stefánsson and Seward, 2003)</td>
</tr>
<tr>
<td>TPxy data</td>
<td>7 isotherms</td>
<td>(Dohrn and Brunner, 1966; Gillespie and Wilson, 1980)</td>
</tr>
<tr>
<td>H2 + H2O + NaCl</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bunsen coef.</td>
<td>296</td>
<td>(Crozier and Yamamoto, 1974; Gerecke and Bittrich, 1971; Gordon et al., 1977; Morrison and Billett, 1952; Steiner, 1894)</td>
</tr>
</tbody>
</table>

---

**Table 2.** Optimized parameters for equation (4).

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.22726</td>
<td>9.1114</td>
<td>-1.38821</td>
</tr>
</tbody>
</table>

---

**Fig. 1.** Compilation of data: Henry constant of H2 in pure water versus temperature. Symbols: experimental data (circles: from Bunsen coefficients, diamonds: Henry constants, triangles: from TPx data, crosses: from Kuenen coefficients, stars: from Ostwald coefficients). Solid line: correlation (Eq. (3)). Dotted lines: uncertainty domain (±10% from the correlation).
molecule is represented by a single Lennard-Jones spheres with three point charges aim to mimic the quadrupole moment of the molecule. Details of this model are given in Table 3.

For aqueous NaCl solutions, the combination of the TIP4P/2005 model for pure water (Abascal and Vega, 2005) and the OPLS model for Na\(^+\) and Cl\(^-\) (Chandrasekhar et al., 1984) is selected. The TIP4P/2005 model is able to accurately reproduce pure water density and vapor pressures, and it has been shown in a recent study (Creton et al., 2018) that its combination with the OPLS model for ions allows to reproduce correctly densities and osmotic pressures of aqueous NaCl solutions over a large temperature and salinity range. Details of these molecular models are given in Table 3.

In this work, all molecules are assumed rigid, and consequently only intermolecular interactions are taken into account. Intermolecular interactions are split into an electrostatic contribution and a Van der Waals dispersive-repulsive forces contribution. The dispersion-repulsion energy between two particles \(i\) and \(j\) is given by the Lennard-Jones potential:

\[
U_{ij}^{LJ} = 4\varepsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right],
\]

where \(r_{ij}\) is the distance between the two particles, and \(\varepsilon_{ij}\) and \(\sigma_{ij}\) the cross-energy and cross-diameter Lennard-Jones parameters, respectively. For both electrostatic and dispersive-repulsive interactions, a cut-off radius equal to the half of the simulation box is imposed. Ewald summation and classical tail correction (Allen and Tildesley, 1987) are employed to compute these interactions beyond the cut-off radius. To calculate the cross-energy and cross-diameter parameters for
different type of molecules (e.g. H2 + H2O molecules), combining rules have to be chosen. The classical Lorentz-Berthelot combining rules (see Tab. 4) are used for water – Na+ and water – Cl− interactions. For water – hydrogen interactions, three usual combining rules are evaluated: Lorentz-Berthelot, Kong (Kong, 1973) and Waldmann-Hagler (Waldmann and Hagler, 1993). The choice of evaluating the two last combining rules is motivated by the fact that they led to accurate results for calculating phase equilibrium of other light \( \text{H}_2 \) and water \( \text{H}_2 \text{O} \) molecules), for example.

### 3.2 Algorithm

The objective of the completed simulations is to compute the Henry constant of hydrogen in NaCl aqueous solutions, or in other words its chemical potential in liquid phase since at infinite dilution these two properties are linked by the relationship:

\[
\mu_i = -RT \ln \left( x_i \right)
\]

where \( \mu_i \) is the chemical potential of the i-th species, \( x_i \) is its mole fraction in the liquid phase. The reference state can be chosen arbitrarily. In this work, the reference state corresponds to a zero chemical potential in a hypothetical pure ideal gas of unit density (1 molecule per \( \text{Å}^3 \), i.e. a density \( \rho_0 = 1.66 \times 10^6 \text{ mol/m}^3 \)).

### Table 4. Combining rules evaluated for the \( \text{H}_2 \text{O} – \text{H}_2 \) interactions.

<table>
<thead>
<tr>
<th>Lorentz-Berthelot</th>
<th>Kong</th>
<th>Waldmann-Hagler</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j} )</td>
<td>( \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j \sigma_i \sigma_j} )</td>
<td>( \varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j \sigma_i \sigma_j} )</td>
</tr>
<tr>
<td>( \sigma_{ij} = \frac{\sigma_i + \sigma_j}{2} )</td>
<td>( \sigma_{ij} = \frac{\sigma_i \sigma_j}{\sigma_i + \sigma_j} )</td>
<td>( \sigma_{ij} = \left( \frac{\sigma_i \sigma_j}{\sigma_i + \sigma_j} \right) )</td>
</tr>
</tbody>
</table>

Many methods exist to compute the excess chemical potential from molecular simulation. One of the most used is the so-called Widom particle insertion method (Frenkel and Smit, 1996; Widom, 1963). This method allows to compute excess chemical potential with a reasonable computation time in the NPT ensemble from:

\[
\mu_i^{\text{ex}} = -k_B T \ln \left( \frac{P V}{k_B T (N + 1)} \exp \left( \frac{-\Delta U}{k_B T} \right) \right)_{\text{NPT}},
\]

where \( k_B \) is the Boltzmann constant, \( T \) the temperature, \( P \) the pressure, \( V \) the volume, \( N \) the number of molecules in the system and \( \Delta U \) the energy difference related to the insertion of a solute molecule \( i \).

Aqueous NaCl solutions form a well-structured liquid phase in which the insertion move can be often rejected. Thus, Widom insertion method could appear in this context less efficient than more advanced techniques to evaluate chemical potential, such as umbrella sampling (Torrie and Valleau, 1977), slow-growth method (Nezbeda and Kolafa, 1991) or thermodynamic integration (Frenkel and Smit, 1996). Nevertheless, a prior study on the solubility of \( \text{H}_2\text{S} \) in NaCl aqueous solution (Fauve et al., 2017) shown that, with a sufficient number of Monte Carlo steps, the Widom insertion method lead to similar results than thermodynamic integration technique within statistical uncertainties.

The Widom insertion method is applied during a Monte Carlo simulation in the NPT ensemble. This ensemble consists in one single box representing the liquid phase, where the total number of molecule \( N \), the temperature \( T \) and the pressure \( P \) are imposed. For a given temperature, simulations are carried out at a pressure equal to the vapor pressure of the pure solvent (computed with the current force field). A total number of 500 molecules of water is used, and the number of \( \text{Na}^+ \) and \( \text{Cl}^- \) ions is chosen according to the desired molality (for example 9 particles of \( \text{Na}^+ \) and \( \text{Cl}^- \) for a molality of 1 mol/kgsH2O). A simulation consists typically in an equilibrium run of about 200 to 500 million Monte Carlo steps to achieve equilibrium state, followed by a production run lasting for additional 400 million Monte Carlo steps to compute average properties. Each step generates a new configuration, which is accepted or rejected following the classical Metropolis criterion (Frenkel and Smit, 1996). The excess chemical potential value required in equation (8) is computed each 50,000 steps. The different Monte Carlo moves and their corresponding attempt probabilities used during a simulation are molecular translation (20%), molecular rotation (20%), insertion move (59.5%) with a pre-insertion statistical bias (Mackie et al., 1997) using 10 trial positions, and volume
3.3 Results

3.3.1 System H$_2$ + H$_2$O

Monte Carlo simulation of the system H$_2$ + H$_2$O have been carried out with the three combining rules of Table 4 for the water–hydrogen cross interactions. From the results plotted on Figure 3, it can be observed that the choice of the combining rule has a negligible effect at high temperatures (above 400 K). At lower temperatures, the effect is more pronounced, although results remain close considering statistical uncertainties. The best compromise is obtained when using the Lorentz-Berthelot combining rule. At high temperatures (typically from 380 K, 107 °C), a very good accordance between experimental and simulation results is achieved. At lower temperatures, simulated Henry constants are slightly overestimated, but offer a fair agreement within statistical and experimental uncertainties. Finally, an average absolute deviation of 10% is obtained on the whole range of temperatures using these combining rules. It is interesting to notice that the maximum in the Henry constant curve is predicted at the correct temperature (330 K) without introducing specific binary parameter adjusted on this value. Consequently, the Lorentz-Berthelot combining rules are definitively adopted for this study. We emphasis that this choice is motivated only on hydrogen solubility considerations, which is the focus of this work.

3.3.2 System H$_2$ + H$_2$O + NaCl

Henry constants of hydrogen in aqueous NaCl solutions have been first computed from a fully predictive manner for NaCl molalities of 1 and 2 mol/kg$_{H_2O}$ and temperatures up to 333 K, and compared to the available experimental data in same conditions, as illustrated on Figure 4.

It clearly appears that Henry constant in salted water are significantly overestimated. The higher the salinity, the more the overestimation: this suggests that the cross interactions between hydrogen and the ionic species are not correctly modeled and have to be tuned to obtain better results. It can be done by introducing binary interaction parameters $\tilde{\xi}_{ij}$ and/or $l_{ij}$ in the $H_2$–Na$^+$ and $H_2$–Cl$^-$ combining rules:

$$
\tilde{\xi}_{ij} = \sqrt{\xi_{ij} (1 - \xi_{ij})},
$$

(9)

$$
\sigma_{ij} = \sigma_i + \sigma_j - (1 - l_{ij}).
$$

(10)

The effect of the $\tilde{\xi}_{ij}$ parameter is first investigated by setting the $l_{ij}$ parameter to 0 and by tuning the $\tilde{\xi}_{ij}$ parameter to match the experimental data at 1 and 2 mol/kg$_{H_2O}$ NaCl in the same temperature range. However, this optimization was not successful since it was observed that this binary parameter has only a negligible effect on the simulation results. It suggests that the attractive Van der Waals forces do not play an important role for the interactions between hydrogen and ionic species. Thus, rather, it was decided to set the $\tilde{\xi}_{ij}$ value to 0 and to optimize the $l_{ij}$ value, which influences the repulsive part of the Lennard-Jones potential. In the case of the $H_2O + H_2 + NaCl$ system, simulation results are very sensitive to this parameter. The optimal $l_{ij}$ value, which led to the best agreement between experimental data and simulations, is provided in Table 5. This observation suggests that hydrogen solubility is rather driven by repulsion forces and consequently by volume effects. This assumption is corroborated by the recent work of Trinh et al. (2016b) which exhibits a relationship between hydrogen solubility and free volume in various organic oxygenated solvents, showing thus that hydrogen solubility is more dependent on the available free space in the bulk than on the nature of the solvent. According to Trinh et al., since hydrogen has no kernel electron, its electronic cloud becomes highly deformable. Considering that repulsion is driven by electronic cloud overlap, this justifies the use of a non-additive combining rule for cross-diameter.

Finally, Figure 2 compares the experimental Henry constants with the simulation results for NaCl molalities of 1 and 2 mol/kg$_{H_2O}$, but also for 0.5 mol/kg$_{H_2O}$ (not considered in the $l_{ij}$ regression).

The average deviation between experimental and simulated data is about 6%. Note that six experimental Henry constants are available at higher NaCl molality (4 mol/kg$_{H_2O}$) (Gerecke and Bittrich, 1971). A preliminary optimization test including these data concluded that a specific $l_{ij}$ value should be used at this high molality, different of the unique $l_{ij}$ value previously tuned, making the approach less predictive. Consequently, additional specific forces should be probably taken into account to model data at high salinities, such as polarization forces. Thus, the force field presented in this work is currently restricted to NaCl molalities up to 2 mol/kg$_{H_2O}$.
From Figure 2, it can be stated that the temperature for which H\textsubscript{2} Henry constant is maximum (and thus its solubility is minimum) is only slightly modified by the NaCl concentration, and remains close to the 330 K value evidenced for pure water. It can also be seen that the salting-out effect is less pronounced at elevated temperature. In this temperature range (typically above 460 K, 187 °C), hydrogen solubility is not significantly modified by salt concentration. This observation is actually not surprising, since the experimental data of Cramer et al. (Cramer, 1982) exhibit the same behavior for methane in salted water.

4 Equation of state calibration

4.1 Model background

Modeling electrolytic solutions with an equation of state is a challenging task. As described in introduction, many approaches exist involving various equation of state families. In this work, we focus on the Soreide and Whitson (SW) equation of state (Soreide and Whitson, 1992). The advantage of this model is how convenient it is for simple geological applications: it is a cubic equation of state in which ions or salts are not explicitly considered as specific species, but the salinity is rather implicitly included in the solvent properties (salted water instead of pure water). But in return, this is a highly correlative approach strictly restricted to the validation range of the empirical parameters of the model. The SW model is specifically suited to model gas solubility in brines: in their original work, Soreide and Whitson modeled accurately the solubility of nitrogen, carbon dioxide, hydrogen sulfide and hydrocarbons up to C4 in a large range of temperature (up to 200 °C), pressure (up to 700 bar) and salinity (up to 5 mol/ k\textsubscript{gH\textsubscript{2}O}). It was later successfully used for modeling phase equilibrium of light gas + brine systems for reservoir and geochemical studies (e.g. Nichita et al., 2008; Plennevaux et al., 2013; Qiao et al., 2016; Wei and Zhang 2013; Yan et al., 2011).

The SW equation of state is based on the well-known Peng-Robinson cubic equation of state (Peng and Robinson, 1976):

\[ P = \frac{RT}{v - b} - \frac{a(T)}{v^2 + 2bv - b^2}, \]  

where R is the ideal gas constant, v the molar volume, b the covolume and a(T) the attractive term calculated from the following mixing rule:

\[ a = a_{\text{vap}} + a_{\text{aq}} = \sum x_i x_j (a_{ij})^{1/2} \left( 1 - k_{ij}^{\text{vap}} \right) \] 

\[ a = \sum x_i x_j (a_{ij})^{1/2} \left( 1 - k_{ij}^{\text{aq}} \right), \]

where, for a pure component i:

\[ a_i(T) = a_{c,i} a_i(T). \]

The term a\textsubscript{c}(T) is given by the original Peng-Robinson form for every component except water:
\[ \alpha_i(T) = \left[ 1 + (0.37464 + 1.54226\omega_i - 0.26992\omega_i^2)(1 - \sqrt{T_{ri}}) \right]^2, \]

\[ \alpha_{\text{water}}(T) = \left[ 1 + 0.4530\left( 1 - T_r(1 - 0.1013c_{\text{sw}}^{1.1}) \right) \right. \\
\left. + 0.0034(T_r^3 - 1)^2 \right], \]

where \( \omega_i \) is the acentric factor for component \( i \) and \( T_{ri} \), its reduced temperature.

For water, a salinity-dependent relationship is introduced:

\[ a_{\text{water}}(T) = 1 + 0.37464(1 - 0.1013c_{\text{sw}}^{1.1}) + 0.0034(T_r^3 - 1)^2, \]

where \( c_{\text{sw}} \) is the salinity of water, expressed in mol of NaCl per kilogram of solvent.

It is important to stress that for a given \( ij \) pair, different interaction binary parameters \( k_{ij} \) can be used for aqueous phase and vapor phase (see Eqs. (11) and (12)), making this approach heterogeneous and thus not suitable to calculate phase equilibrium in the vicinity of critical points. In this section, an aqueous and a vapor interaction binary parameter between hydrogen and salted water is adjusted.

### 4.2 Binary interaction parameters fitting

The aqueous binary interaction parameter between \( H_2 \) (\( i \)) and salted water (\( j \)) adjusted in this work follows the empirical form suggested by Soreide et al. to model CO2 solubility (Soreide and Whitson, 1992):

\[ k_{ij} = A_0 + A_1 T_{ri}(1 + A_2 c_{\text{sw}}), \]

where \( A_0, A_1, A_2 \), and \( \beta \) are empirical adjustable parameters.

Note that this binary interaction parameter is between hydrogen and salted water, since this equation of state does not consider ionic species explicitly. This approach is thus fundamentally different from the molecular simulation one described in Section 3, where the optimized binary parameters \( \ell_{ij} = 0 \) and \( l_{ij} = -0.24 \) represent explicitly the interactions between hydrogen and the ions \( \text{Na}^+ \) and \( \text{Cl}^- \).

These SW empirical parameters are adjusted in order to reproduce experimental Henry constants of hydrogen in pure water up to 573 K (smoothed experimental data by correlation 3 are used), experimental Henry constants of hydrogen in salted water from 273 to 323 K and salinities from 0.5 to 2 mol/\( k_{\text{H_2O}} \), and simulated Henry constant obtained from molecular simulation from 273 to 573 K and salinities from 0.5 to 2 mol/\( k_{\text{H_2O}} \). The optimized parameters are given in Table 6. The resulting equation of state matches the experimental data with Table 6.

---

**Table 6.** Optimized interaction binary parameter between \( H_2 \) and salted water for the aqueous phase and vapor phase of the Soreide and Whitson equation of state.

<table>
<thead>
<tr>
<th>( k_{\text{aq}}^{ij} )</th>
<th>( A_0 )</th>
<th>( A_1 )</th>
<th>( A_2 )</th>
<th>( A_3 )</th>
<th>( \alpha_0 )</th>
<th>( \alpha_1 )</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{\text{vap}}^{ij} )</td>
<td>2.500</td>
<td>-0.179</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

---

**Fig. 5.** Henry constant of \( H_2 \) in aqueous NaCl solutions versus temperature. Open symbols: experimental data in salted water. Filled symbols: Monte Carlo simulation results (diamonds: NaCl = 0.5 mol/\( k_{\text{H_2O}} \), squares: NaCl = 1 mol/\( k_{\text{H_2O}} \), triangles: NaCl = 2 mol/\( k_{\text{H_2O}} \)). Dashed red line: pure water correlation (Eq. (3)). Solid black lines: Calibrated SW equation of state.

**Fig. 6.** Experimental data and computed dew curves for the system \( H_2 + H_2O \). Symbols: experimental data (Gillespie and Wilson, 1980) at 310.93 K (circles), 366.48 K (squares), 422.04 K (triangles) and 477.59 K (diamonds). Solid lines: SW equation of state.
an average deviation of 0.3% for pure water, and 3% for salted water, as shown in Figure 5.

After the calibration of the SW interaction binary parameters for the aqueous phase, the $k_j$ in the vapor phase were adjusted to match experimental gaseous composition in binary H$_2$ + H$_2$O system (Gillespie and Wilson, 1980) at given temperatures and pressures, for temperatures ranging from 310 to 440 K and pressures from 3 to 140 bar. The optimized values are given in Table 6 and lead to an average deviation between calculated and experimental data of about 6.5% (Fig. 6).

5 Geological applications

In order to illustrate the possible applications of the thermodynamic work presented in the previous sections, the calibrated SW equation of state was used in several simple calculations relevant for geological situations involving hydrogen.

5.1 Underground storage

The first example concerns hydrogen geological storage. The calibrated Soreide and Whitson equation of state can be used to perform flash calculations to determine both the aqueous and vapor phase compositions. Water content in the produced vapor phase, necessary to design surface facilities, can thus be predicted. Taking as examples hypothetical pure hydrogen storages in the formations of Lobodice, in Czech Republic, and Diadema, in Argentina, and considering the thermodynamic conditions given by Panfilov (2015) (respectively 34°C/90 bar and 50°C/10 bar) and seawater salinity for connate waters (0.6 mol/kg$_{H_2O}$ NaCl), the developed model predicts water molar fractions in the vapor phase of, respectively, 5.6 × 10^{-4} and 1.171 × 10^{-2} (Tab. 7). In other words, considering that the two gaseous components and their mixing have similar molar volume, it means that, for each 100 000 m$^3$ of withdrawn gas, a storage in Lobodice would only produce 56 m$^3$ of water vapor versus 1 171 m$^3$ in Diadema. The H$_2$ concentration in the water at equilibrium with these gas phases can also be calculated and would be 0.056 mol/kg$_{H_2O}$ in the case of Lobodice and 0.006 mol/kg$_{H_2O}$ in the Diadema Formation. As could be expected, pressure is playing a key role on the phase behavior of this system, and can modify by several orders of magnitude the water content in the produced gas.

5.2 Mid oceanic ridge vents

The geochemistry of the vent fluids around the middle ocean ridge, especially the Atlantic one that has been studied by various oceanographic campaigns, have all shown high hydrogen concentrations (e.g. Charlou et al., 2002 for the Acores Sea, 36°N). As a second illustrative application case, the phase behavior of native hydrogen in thermodynamic conditions typical of these Mid-Atlantic ridge hydrothermal systems was explored. Hydrothermal fluids temperatures come from (Charlou et al., 2010) and pressures were deduced from the same data-set considering hydrostatic equilibrium. Pure-H$_2$ solubility calculations were performed for temperatures varying between 300 and 350°C and pressures from 270 to 320 bar with a salinity close to 0.65 mol/kg$_{H_2O}$ NaCl. In addition, Lost City (about 30°N on the Atlantic mid oceanic ridge) conditions were also investigated (94°C and 78 bar), as well as the ones of 3 km-deep seawater (2°C and 300 bar). The calculated solubilities are indicated in Table 8, and can be compared to the H$_2$ concentrations measured in the corresponding hydrothermal fluid (Charlou et al., 2010). If we consider a negligible effect of the other dissolved gases

---

Table 7. Thermodynamic conditions considered for the Lobodice and Diadema formations and calculated water molar fractions in the vapor phase and H$_2$ concentrations in the aqueous phase.

<table>
<thead>
<tr>
<th>Geological formation</th>
<th>Temperature (°C)</th>
<th>Pressure (bar)</th>
<th>NaCl concentration (mol/kg$_{H_2O}$)</th>
<th>Water molar fraction in gas (–)</th>
<th>H$<em>2$ concentration in solution (mol/kg$</em>{H_2O}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lobodice</td>
<td>34</td>
<td>90</td>
<td>0.6</td>
<td>5.6 × 10^{-4}</td>
<td>0.056</td>
</tr>
<tr>
<td>Diadema</td>
<td>50</td>
<td>10</td>
<td>0.6</td>
<td>1.171 × 10^{-2}</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Table 8. Thermodynamic conditions considered and calculated H$_2$ solubility in Mid-Atlantic ridge hydrothermal systems. H$_2$ concentrations measured in the corresponding hydrothermal fluids are also indicated.

<table>
<thead>
<tr>
<th>Hydrothermal field / seawater</th>
<th>Depth (m)</th>
<th>Temperature (°C)</th>
<th>Considered pressure (bar)</th>
<th>H$<em>2$ solubility (mol/kg$</em>{H_2O}$)</th>
<th>Measured H$<em>2$ concentration (mol/kg$</em>{H_2O}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashadze II</td>
<td>3263</td>
<td>296</td>
<td>320</td>
<td>0.533</td>
<td>0.026</td>
</tr>
<tr>
<td>Logatchev II</td>
<td>2700</td>
<td>320</td>
<td>270</td>
<td>0.672</td>
<td>0.011</td>
</tr>
<tr>
<td>Logatchev I</td>
<td>3000</td>
<td>350</td>
<td>300</td>
<td>0.616</td>
<td>0.011</td>
</tr>
<tr>
<td>Lost City</td>
<td>780</td>
<td>94</td>
<td>78</td>
<td>0.048</td>
<td>0.0078</td>
</tr>
<tr>
<td>Seawater</td>
<td>300</td>
<td>2</td>
<td>300</td>
<td>0.199</td>
<td>4 × 10^{-7}</td>
</tr>
</tbody>
</table>
(measured in lesser concentrations than H₂), these hydrothermal systems should be purely monophasic, due to hydrogen content up-to 70 times below the solubility limit. According to these results, the presence of gas bubbles, described by (Charlou et al., 2010) throughout the smokers of Ashadze (mid oceanic ridge, 13°N), is, as mentioned by the authors of this study, “unexpected”. The phase behavior of the H₂O-H₂-NaCl system alone cannot explain this observation, which should be investigated with a more comprehensive thermodynamic model considering additional species, such as CO₂ or H₂S.

5.3 Natural continental hydrogen emissions

Natural continental hydrogen emissions have been detected on several geographic locations (Larin et al., 2015; Moretti et al., 2018; Prinzhofer and Deville, 2015; Prinzhofer et al., 2019). In order to investigate the phase behavior of such continental natural emissions, hydrogen solubility was plotted versus depth (Fig. 7). Thermodynamic conditions were estimated considering a surface temperature of 20°C, a geothermal gradient of 30°C per km and hydrostatic pressure. Calculations were performed for pure water and brines with salinity of 0.6, 1 and 2 mol/kg H₂O NaCl.

Results show that the solubility of hydrogen tends to increase with depth, to rapidly become significant. As an illustration, H₂ solubility calculated at 1000 m in pure water (about 0.07 mol/kg H₂O) can be compared with the maximum concentration of about 0.01 mol/kg H₂O calculated by fluid-rock interactions modeling in Oman ophiolite (Bachaud et al., 2017). This indicates that, in such systems, transport of hydrogen would occur mostly in the aqueous phase and that formation of gaseous H₂ would be a quite shallow process.

Due to the salting-out effect, the solubility decreases with increasing salinity, which is observed in Figure 7. The impact of NaCl concentration does not change significantly between 0 and 3000 m: the H₂ solubility is about 35% lower in 1 mol/kg NaCl brines than in pure water at each investigated depth, and about 30% lower in 2 mol/kg NaCl solutions than in 1 mol/kg NaCl ones.

Solubility of hydrogen was also compared with the one of methane. Solubility of both components was calculated for depths from 0 to 1500 m considering a salinity of 0.1 mol/kg H₂O NaCl. The model parameters for the H₂O + CH₄ + NaCl system come from the original work of Soreide and Whitson (Soreide and Whitson, 1992). Results are plotted in Figure 8.

The solubility of methane is superior to the hydrogen one down to 1300 m and, below that point, H₂ is actually more soluble than CH₄. This result can be put in perspective to some observations presented by Prinzhofer et al. (2018) on the hydrogen and methane accumulations discovered in the Bourabougou field (Mali). Indeed, it seems that highest methane contents in the gas phase are found below 1500 m. If a solubility effect alone cannot explain the gas reservoirs organization, the results presented on Figure 8 indicate that a given-composition gas mixture of CH₄ and H₂ equilibrated with formation water would tend to contain more H₂ than CH₄ above 1300 m, and more CH₄ than H₂ below.

6 Conclusion

In this work, Monte Carlo simulations have been carried out to generate new simulated data of hydrogen solubility in aqueous NaCl solutions in temperature and salinity ranges of interest for geological applications, and for which no experimental data are currently available. In order to validate the force field used, a review of existing data for the binary system H₂ + H₂O and the ternary system H₂ + H₂O + NaCl is first proposed, all the data being converted into Henry constants. For the simulations, the molecular models of Darkrim for hydrogen (Darkrim et al., 1999), TIP4P/2005 for water (Abascal and Vega, 2005) and OPLS for Na⁺ and Cl⁻ (Chandrasekhar et al., 1984) have been selected since they are able to accurately reproduce phase property of pure components and brine densities. To model solvent-solutes and solutes-solutes interactions, it was shown that the Lorentz-Berthelot combining rule is the most appropriate to reproduce the experimental hydrogen Henry constants. Nevertheless, it was necessary to correct the cross-diameter of the Lorentz-Berthelot combining rule between H₂ and Na⁺ and Cl⁻ with a constant binary interaction parameter. With this force field, simulation results reproduce the hydrogen Henry constant in salted water with an average deviation of 6%. Simulation results accurately predict the expected behavior such as the salting-out effect and the maximum of hydrogen solubility close to 330 K. This force field was then used in extrapolation
to generate Henry constant for temperatures up to 573 K and salinities up to 2 mol/kgH2O. It is worth noticing that the extrapolation at higher salinities is questionable, and adding additional molecular interactions in the force field, such as polarization, could be useful to keep the predictivity of the approach. Using the experimental data and these new simulated data generated by molecular simulation at higher temperatures and salinities, a binary interaction parameter of the Soreide and Whitson equation of state has been fitted in order to extend the validity range of this thermodynamic model for systems containing hydrogen and salted water. This new parameterization of the equation of state allows a fast and reliable calculations of phase equilibrium for the H2 + H2O + NaCl system in a range of temperatures and salinities corresponding to subsurface conditions. Consequently, this model allows to predict hydrogen phase behavior in various geological contexts. To illustrate the possible use of the model, simple situations involving hydrogen in subsurface were investigated. In particular, the results showed that:

- at low depths (typically below 200 m) hydrogen solubility is low, suggesting that, close to the surface, transportation through the aqueous phase should only lead to minor hydrogen migrations;
- in underground storages (for which temperature is usually lower than 60°C), the key factor governing the phase equilibrium is the pressure rather than salinity;
- when temperature and pressure increase, such as in the hydrothermal vents or at important depths, a larger amount of hydrogen can be dissolved in water (typically around 100 times more at a depth of 1000 meter than in surface conditions), indicating that deep aquifers or hydrothermal fluids could be a major transport mode for hydrogen.
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