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**ABSTRACT**

**Motivation:** Approximate tandem repeats (ATR) occur frequently in the genomes of organisms, and are a source of polymorphisms observed in individuals, and thus are of interest to those studying genetic disorders. Though extensive work has been done in order to identify ATRs, there are inherent limitations with the current approaches in terms of the number of pattern sizes that can be searched or the size of the input length.

**Results:** This paper describes (1) a new algorithm which exhaustively finds all variable-length ATRs in a genomic sequence and (2) a precise description of, and an algorithm to significantly reduce, redundancy in the output. Our ATR definition is parameterized by a mismatch ratio $\rho$ which allows for more mismatches in longer tandem repeats (and fewer in shorter). Furthermore, our algorithm is embarrassingly parallel and thus can attain near-linear speed-up on Beowulf clusters. We present results of our algorithm applied to sequences of widely differing lengths (from genes to chromosomes).

**Availability:** Source and binaries are available on request.

**Contact:** arun@bii.a-star.edu.sg

**Supplementary information:** http://web.bii.a-star.edu.sg/~francis/Research/Exhaustive/

**INTRODUCTION**

Informally, a tandem repeat is defined to be two adjacent (approximate) copies of the same sequence of nucleotides. The occurrence of several adjacent copies is referred to as a variable-length ‘approximate’ tandem repeat (ATR). Tandem repeats range from micro- and mini-satellites (few tens of base pairs) to larger satellite repeats spanning megabases. They occur frequently in the genomes of organisms. Their function and origins are not truly understood, though it has been proposed that they are the result of a mutational event resulting from the exact duplication of a stretch of DNA, followed by some random mutations over time (Benson, 1999).

What is known is that such repeats can be a source of polymorphism observed in individuals. Thus there are active investigations into potential correlations between lengths of tandem repeats and genetic diseases [e.g. attention deficit hyperactivity disorders (Qian et al., 2003), multiple sclerosis (Guerrini et al., 2003), Alzheimer’s (Licastro et al., 2003), Autism (Cohen et al., 2003) and androgen insensitivity syndrome (Fogu et al., 2003)].

A lot of work has been done in order to identify tandem repeats, both exact and approximate. From the literature on tandem repeat searching programs, we find that the solutions fall broadly into two categories: those that define tandem repeats in a way that leads to a simple constructive characterization allowing for an algorithm to find all tandem repeats directly, and those that use a more abstract definition of tandem repeat, e.g. a probabilistic definition, and which give a heuristic for narrowing down the set of potential tandem repeats.

The following approaches fall into the first category. Collins et al. (2003) give a vectorizable algorithm to find tandem repeats. Their algorithm finds exact tandem repeats (i.e. the copies must exactly be the same) of short pattern lengths (2–16).

Sagot and Myers (1998) present an exhaustive algorithm which finds ATRs defined by a fixed edit distance $sk$ from a consensus sequence. The performance can be improved by pre-filtering using a heuristic. The asymptotic performance is bounded by $O(NN^{sk,k})$, where $N(e,k)$ is the combinatorial number of $k$-length strings within a ball of radius $\epsilon$.

REPuter (Kurtz et al., 2001) addresses the more general problem of finding repeats (not necessarily tandem). Their algorithm can exhaustively find ATRs using either Hamming distance or edit distance definitions. The Hamming distance solution has $O(N + z\epsilon)$ complexity, where $N$ is the sequence length, $\epsilon$ is the distance parameter and $z$ is the ‘number of seeds’, the estimate of which is bounded by $O(N^2/|\Sigma|^4)$, where $s = [(1 + \epsilon)^{-1}]$. Since $|\Sigma| > 1$, this asymptotic bound tends to $O(N^2)$ as the mismatch $\epsilon$ tends to infinity.

The approaches of Sagot and Myers (1998), and REPuter use a fixed distance $\epsilon$, regardless of the pattern length: a small
of a fixed mismatch count. Additionally, we present a filtering algorithm that prunes the resultant exhaustive set to a smaller one with fewer redundancies. Furthermore, our algorithms are embarrassingly parallel and well suited for Beowulf-class clusters. As a result, the algorithm can be applied to whole genomes and for any pattern size.

**METHODS**

**Definition 1.** (Candidate) Given a string \( s \), a tuple \( (x, \alpha^{(1)}, \ldots, \alpha^{(l)}) \), consisting of an offset \( x \) and strings \( \alpha^{(i)} \), is said to be a candidate, if for \( i = 1 \ldots (l - 1) \)

\[
(1) \quad |\alpha^{(i)}| = |\alpha^{(i+1)}| \quad \text{and} \\
(2) \quad \alpha^{(i)} \text{ is equal to the substring of length } |\alpha^{(1)}| \text{ starting at } x + (i - 1) \cdot |\alpha^{(1)}|.
\]

We let \( C \) denote the set of all candidates:

\[
C \stackrel{\text{def}}{=} \{ (x, \alpha^{(1)}, \ldots, \alpha^{(l)}) \mid x, \alpha^{(i)} \text{ satisfy the two conditions above} \}.
\]

For each non-negative integer \( k \), we define \( C_k \) to be the subset of \( C \) consisting of those candidates of pattern length \( k \):

\[
C_k \stackrel{\text{def}}{=} \{ (x, \alpha^{(1)}, \ldots, \alpha^{(l)}) \in C \mid k = |\alpha^{(l)}| \}.
\]

It follows that \( |\alpha^{(1)}| = |\alpha^{(2)}| = \cdots = |\alpha^{(l)}| \), from the definition of \( C \). A tandem repeat is a candidate \((x, \alpha^{(1)}, \ldots, \alpha^{(l)})\) such that the strings \( \alpha^{(i)} \) are approximate copies of each other. We define ‘approximate copy’ using Hamming distance,\(^3\) \( D(-,-) \), by:

**Definition 2.** (Approximate tandem repeat) For string \( s \), and parameter \( p \), an approximate tandem repeat is a candidate \((x, \alpha^{(1)}, \ldots, \alpha^{(l)})\) such that \( D(\alpha^{(i)}, \alpha^{(i+p)}) \leq [p \cdot |\alpha^{(i)}|] \) for all positive \( i < l \).

When there is no ambiguity, we write ‘repeat’ to mean approximate tandem repeat. We let \( R \) denote the set of all tandem repeats. That is

\[
R \stackrel{\text{def}}{=} \{ (x, \alpha^{(1)}, \ldots, \alpha^{(l)}) \in C \mid D(\alpha^{(i)}, \alpha^{(i+p)}) \leq [p \cdot |\alpha^{(i)}|] \text{ for } 1 \leq i < l \}.
\]

For each non-negative integer \( k \), we define \( R_k \) to be the set of tandem repeats of pattern length \( k \):

\[
R_k \stackrel{\text{def}}{=} R \cap C_k.
\]

Note that we simply insist that adjacent copies are pair-wise approximate copies. One can consider stronger definitions of

\(^1\)However, since it finds more tandem repeats, they show that their new heuristic is faster per tandem repeat than that of Benson’s.

\(^2\)For the purposes of this paper, we assume that the beginning of the string has offset 1.

\(^3\)Recall for equal length strings \( s \) and \( v \), the Hamming distance \( D(s, v) \) is defined to be the number of mismatches, i.e. the number of unique indices \( i \) such that \( s_i \neq v_i \).
Algorithm

Searching for general tandem repeats We know from the definition of a tandem repeat that for any pattern size \( k \), \((x, a^{(1)}, \ldots, a^{(l)})\), is a tandem repeat, if and only if \((x + k(i - 1), a^{(l)}(i), a^{(l+1)}(i))\) is a tandem repeat, for \( i = 1, \ldots, (l - 1) \). We define a vector \( T \) as follows: entry \( T[j] \) is the number of matches between subsequences \( u \) and \( v \) for the candidate \((j, u, v)\). That is,

\[
T[j] = k - D(u, v) \quad \text{for candidate} \ (j, u, v) \quad (1)
\]

For each offset \( j \), starting from the beginning, the algorithm eagerly finds maximal tandem repeats, i.e. tandem repeats that cannot be extended to the left or right to give another tandem repeat, by comparing successive candidates \((j, a^{(1)}, a^{(2)}), (j + k, a^{(3)}, a^{(4)}), \ldots, (j + (l - 1)k, a^{(l-1)}, a^{(l)})\). For each offset at which two candidates are compared, we update \( T[j] \).

For any candidate \((j, u, v)\), in general, the calculation of \( T[j] \) requires \( |u| \) comparisons. However, suppose we already know \( T[j - 1] \). By definition, since \( u \) is the substring of \( S \), starting at \( x \), we know that \( u_1 = S_{x+i−1} \). We have a similar definition for \( v \), namely \( v_1 = S_{x+k+i−1} \). Now consider candidates \((x, u, v)\) and \((x+1, u', v')\). By referring to the definitions of \( D(u, v) \) and \( D(u', v') \), and the facts that \( u'_1 = S_{x+k+i−1} = v_1 = u_{i+1} \) and \( v'_1 = S_{x+k+i−1} = v'_{i+1} \), we can derive

\[
T[j] = T[j - 1] - \delta_0 + \delta_k
\]

where

\[
\delta_0 \overset{\text{def}}{=} \begin{cases} 1 & \text{if } u_1 = v_1 \\ 0 & \text{otherwise} \end{cases}
\]

\[
\delta_k \overset{\text{def}}{=} \begin{cases} 1 & \text{if } u_k = v_k \\ 0 & \text{otherwise} \end{cases}
\]

Thus \( T[j] \) can be computed from \( T[j - 1] \) using only two more comparisons. So, to take advantage of this observation, we also maintain vector \( V \) to remember which entries of \( T[j] \) have been computed:

\[
V[j] = \begin{cases} 1 & \text{if candidate } (j, u, v) \text{ has been checked} \\ 0 & \text{otherwise} \end{cases}
\]

This allows us to use the optimization when we have already computed \( T[j - 1] \), and allows us to avoid computing \( T[j] \) more than once.

The algorithm is presented in its entirety in the supplementary information, but, to demonstrate, we present it here with an example. Let \( p = 0.25 \) and \( k = 4 \). Consider the following sequence

\[
\text{ATAA AGAA ATAA GTAA GT}
\]

(Spaces have been inserted to separate the letters into blocks of four for ease of reading.) We build vectors \( T \) and \( V \) as follows. We start with \( j = 1 \). Then, \( T[1] = 3 \), since \( D(\text{ATAA}, \text{AGAA}) = 1 \). As \( T[1] \geq \lceil (1 - p)k \rceil = 3 \), we try to extend this tandem repeat to the right. Hence, we skip ahead to \( j = j + k = 5 \) and calculate \( T[5] = 3 \). Since this again meets the criterion for being accepted as a tandem repeat, we extend this to the right (\( j = j + 2k = 9 \)) and calculate \( T[9] = 3 \). However, we cannot extend this to the right anymore (having reached the end of the sequence) and hence accept the tandem repeat \( \text{ATAA, AGAA, ATAA, GTAA} \). We set \( V[1] = 1 \) for all \( j \) visited by the algorithm. Hence, in the previous cases \( V[1] = V[5] = V[9] = 1 \).

We next assign \( j = 2 \) and calculate \( T[2] = 3, V[2] = 1 \). Note that since in this case, \( T[1] \) has already been calculated, calculation of \( T[2] \) requires only two comparisons (the first and the last). Since this satisfies the condition for \( (2, u, v) \) to be a tandem repeat, we try and extend this to the right by setting \( j = j + k = 6 \) and calculate \( T[6] = 2 \). Since this does not satisfy the criterion for \( (6, u', v') \) to be a tandem repeat, we accept the tandem repeat \( 2, \text{TAAA, GAAA} \). \( V \) is updated in the same way as before.

Continuing in the same manner, we calculate \( T[3] = 3 \) and, extending to the right again, we calculate \( T[7] = 3, T[11] = 4 \). Since we cannot extend this any further, we again accept \( \text{3, AAAG, AATA, AGGT, AGAT} \). Similarly, we calculate \( T[4] = 3 \) and extend it to \( T[8] \) and \( T[12] \) (note that we cannot compute this as \( j > N - 2k + 1 \) for \( j = 12 \)), and accept \( \text{4, AAGA, AATA, AGTA} \) as a repeat. Again, it must be noted here that these involve only two comparisons per offset since \( T[j - 1] \) has already been calculated while calculating \( T[j] \). We then skip \( T[5], T[6], T[7], T[8] \) and \( T[9] \) since these have already been computed and calculate \( T[10] = 4 \). However, since we cannot extend this to the right, we accept \( \text{10, TAAG, TAAG} \) as a repeat, and skip \( T[11] \). We stop the calculations at this point, since \( j > N - 2k + 1 \) for \( j = 13 \). The computed vectors \( T \) and \( V \) and the procedure are summarized in Figure 1.

Using \( T \), we accept the following repeats: (1. \text{ATAA, AGAA, ATAA, GTAA}), (2. \text{TAAA, GAAA}), (3. \text{AAAG, AATA, AGGT, AGAT}), (4. \text{AGGA, AATA, AGTA}) and (5. \text{TAAG, TAAG}). Note that the repeats are stored in start ascending order; this is a required assumption for correctness of the filtering algorithm to follow.

\[ \text{From Definition 2 and Equation (1), } (j, u, v) \text{ is a repeat if } T[j] \geq \lceil (1 - p)k \rceil. \]
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Fig. 1. The growth of vector $T$ for example. The ‘minus’ indicates that the corresponding offset is part of a larger repeat. The ‘exclamation’ indicates that no tandem repeat could be found at the corresponding offset. Figure 1a–c denote the state of the vector and the repeats found after each offset ($j = 1, 2$ and $10$ respectively).

Filtering

The algorithm presented so far finds all maximal tandem repeats. Now consider the example sequence ACGACG, which has three maximal repeats ACGACG, GACGAG and GACGAG. Clearly it is unnecessary to list all three, since most of the information is redundant. We now consider filtering of repeats.

**Definition 3.** (Overlap) Given two candidates $\alpha = (x, \alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(k)})$ and $\beta = (y, \beta^{(1)}, \beta^{(2)}, \ldots, \beta^{(m)})$, define $c$ as the cardinality of the set of offsets that are common to $\alpha$ and $\beta$. Then $\alpha$ and $\beta$ are said to overlap if $c \geq k \cdot \min\{l, m\} - k$.

**Definition 4.** (Score) For any given candidate $\alpha$, let $B$ define the set of offsets at which the repeats $\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(l)}$ start, i.e. $B = \{x, x+k-1, x+2k-1, \ldots, x+(l-1)k-1\}$. Then, the score $s_\alpha$ for a given candidate $\alpha$ is defined as the total number of matches, i.e. $s_\alpha = \sum_{j \in B} T(j)$.

We can then define the notion of ‘better’, for overlapping candidates $\alpha, \beta$, as the lexicographical ordering formed by first comparing their lengths (i.e. $l$ vs. $m$) and then their scores (i.e. $s_\alpha$ versus $s_\beta$). Redundancy among candidates can now be defined as follows:

**Definition 5.** (Redundant) A candidate $\alpha$ is said to be redundant with respect to a candidate $\beta$ if and only if $\alpha, \beta$ overlap, and $\beta$ is better than $\alpha$ with respect to the lexicographical ordering of their lengths and scores.

Alternatively, and equivalently, candidates $\alpha$ and $\beta$ are said to be redundant if $\alpha$ is easily recoverable from $\beta$. It is clearly a desirable property that any filtering algorithm should be conservative in the sense any repeat filtered out can be easily recovered from the remaining repeats. More formally, we define the safety property as follows:

**Definition 6.** (Safety) Given a set of repeats $R'_k$. A set $A \subset R'_k$ is said to fulfill the safety property, if given any $r \in R'_k$ we can find some $r' \in A$ such that $r$ is redundant with respect to $r'$.

A schematic representation of the filtering algorithm is shown in Figure 2. As before, we present the filtering (Fig. 3) with the example from the previous section. Given the sequence

$S = ATAA AGAA ATAA GTAA GT$

we filter the repeats as follows (we only show those offsets for which the algorithm finds accepted repeats).

Given an offset $x$, we introduce the notion of a frame as a set of repeats that start within $k$ of the reference $x$. The algorithm...
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Fig. 3. The filtering process for the example sequence: the striken repeats indicate those that have been discarded. Figure 3a–e denote the state of the vector $s_j$ and the filtered repeats found after each offset ($j = 1, 2, 3, 4$ and $10$ respectively).

Implementing the Algorithm

We have implemented the algorithm described above and applied it to several test sequences. The user can specify the range of pattern sizes by providing lower and upper bounds.

Sensitivity

Our search algorithm is known to be exhaustive, and our filtering algorithm is also known to be conservative, hence we can precisely describe which repeats have been omitted. For comparison, we studied the results from Benson’s TRF. Our results were obtained by running TRF v3.21 (Linux binary as obtained from the web). The input parameters are summarized in Table 1.

Table 2 displays some repeats found by our algorithm but not by TRF. Of these, the first and the last repeats are confirmed to be tandem repeats, with respect to the probabilistic definition as used by TRF, since the web interface identifies them as such when each subsequence was pasted into the web version of TRF. The alignment of the first repeat is shown in Figure 4.

Performance

When measuring the performance of the program for searching with various pattern lengths, we found that the total run time (i.e. wall-clock time) was near-proportional to the size of the output, namely the number of tandem repeats found (see plot in Fig. 5). What this means is that writing the output is significantly more expensive than the other computational operations performed during the run. So plotting the total run time of the program at best reveals information about the
Table 1. Parameters used for Benson’s Tandem Repeats Finder, v3.21

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(match, mismatch, indels)</td>
<td>(2, 7, 7)</td>
</tr>
<tr>
<td>Match prob.</td>
<td>80</td>
</tr>
<tr>
<td>Indel prob.</td>
<td>10</td>
</tr>
<tr>
<td>Min. align. score to report</td>
<td>50</td>
</tr>
<tr>
<td>Max. period size</td>
<td>500</td>
</tr>
</tbody>
</table>

The reader is referred to Benson (1999) for an explanation of these parameters.

Table 2. Some tandem repeats in *H. sapiens* chr. 1 which are not found by TRF

<table>
<thead>
<tr>
<th>Period</th>
<th>Copies</th>
<th>Contig</th>
<th>Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>3NT_019273.15</td>
<td>6338192–6338302</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>2NT_021877.15</td>
<td>5031665–5031832</td>
<td></td>
</tr>
<tr>
<td>176</td>
<td>2NT_021877.15</td>
<td>413526–413877</td>
<td></td>
</tr>
<tr>
<td>111</td>
<td>2NT_021937.15</td>
<td>1425446–1425667</td>
<td></td>
</tr>
<tr>
<td>118</td>
<td>2NT_021937.15</td>
<td>526994–527729</td>
<td></td>
</tr>
<tr>
<td>1410</td>
<td>4NT_032962.4</td>
<td>2607662–2613301</td>
<td></td>
</tr>
</tbody>
</table>

Reading Sequence Data...Done
Rs1.19429 NT_019273.15 Homo sapiens chromosome 1 genomic contig
Sequence length 6517873 base pairs
37:3:6338192
REPEAT 37:3:6338192
TGTTGGCTGAGACAGGCCGCTCCCCACCTCCCAGATG
34 matches # # #
GGCGGCTGGGCAAGCGCTCCCCACCTCCCAGATG
34 matches # # #
GGGTTGGGCTGGGCAAGCCCTTCTCACCTCCCAGATG
score == 68 / 74

Fig. 4. Repeat in genomic contig NT_004391 of period 48, count 10.

input sequence itself (namely something about the inherent redundancy) rather than any characteristic of the algorithm. Therefore, the following timings were made on a variant of program whose output is disabled (i.e. the timing no longer counts the disk I/O operations). The time required to search for tandem repeats, of pattern lengths from 2 to 500, is displayed in Figure 6. The graph, and a linear-regression analysis, suggest that for a given pattern length range, run time is proportional to the length of the input sequence.

Figure 6b shows the time required for various pattern size ranges. The graph, and a linear-regression analysis, suggest that the run time is proportional to the size of pattern size range. Figure 7 shows the time spent searching for tandem repeats of specific pattern lengths, omitting the time required to read the input sequence into memory. The graph roughly shows that the performance improves as the pattern size increases. In practice, we can find all tandem repeats in *Homo sapiens* chromosome 1 (about 229 million nucleotides, i.e. *N* = 229 × 10⁶) for pattern sizes from 2 to 500 in <90 min (this timing is for the original program with output). Scanning the same sequence for pattern sizes from 2 to 10 000 takes 29 h. These figures were obtained from code compiled with Intel Compiler 7.1, and execution runs on an Itanium 2, 900 MHz processor. The machine has 8 GB of RAM installed, though the program requires ~1 GB to process this particular sequence. The graph coincides with our theoretical prediction of linear asymptotic performance.

Figure 8 shows the performance of the filtering algorithm for a particular pattern size (1866) for a small section of *H. sapiens* chromosome 1. The figures show the unfiltered and filtered outputs. The filtering algorithm was able to reduce the number of repeats reported from 13 733 belonging to 11 distinct groups (or frames) to 11 repeats, corresponding to one from each group (frame).

Parallelization

Other than initially reading the sequence data, our algorithm is essentially embarrassingly parallel, since we can independently search for tandem repeats for different pattern lengths *k*. For example, we can parallelize the search across two processing elements by searching with the following pattern length ranges: 2–5001 and 5002–10001. We generalized this and partitioned the pattern length range 2–10001 evenly between 1, 5, 10, 25 and 50 processors. We achieve near-linear speed-up, (see Fig. 9 for a plot of speed-up against the theoretical maximum of linear-speed-up). The parallel computer was a Beowulf-class cluster consisting of 64 compute nodes with dual 1.4 GHz Pentium III processors (i.e. a total of 128 processors) and at least 2 GB of RAM. The input sequence was stored on a shared partition on a NAS (disks with a dedicated NFS server). It is likely that disk bandwidth contention is a significant factor explaining why, for 50 CPUs, we only
Fig. 6. Performance with respect to input sequence length. System: HP rx2600 (dual Itanium 2 900MHz), 8GB RAM, Intel C Compiler 7.1 for Itanium. (a) Run time against input sequence length. The log–log plot has slope 1, and thus run time is linearly dependent on input length. Times displayed are for pattern size 2 to 500 nt, in: A. fulgidus DSM 4304; H.sapiens chromosome 21; H.sapiens chromosome 1. (b) Run time against pattern range size. The log-log plot has slope 1, and thus run time is linearly dependent on pattern length range. Input sequence: H.sapiens chromosome 1 (229M nt).

Fig. 7. Run time against pattern size. Timings omit time-spent initial reading input sequence into memory.

Fig. 9. Performance with parallelization. Times obtained cluster consisting of 32 HP Proliant DL360-G2 (dual Pentium III 1.4 GHz) compute nodes, each with at least 2 GB of RAM.

shown that our algorithm can find ATRs missed by TRF, we believe that our program should augment those currently available to the bioinformatican.

We can show that for a given k, the complexity of our algorithm has worst-case upper bound of \( O(kN) \), thus for all possible k, the complexity is \( O(N^3) \). However, the constructed input sequence used to obtain this bound is very specific and, we believe, is unlikely to be observed in typical organisms. In fact, empirical evidence suggests, for typical inputs and a given pattern size, run time is almost linearly proportional to input length (Fig. 6a). Furthermore, since the cost of the disk writes is relatively expensive, the real-world performance is ultimately more dependent on the number of tandem repeats present in the input sequence.

Modifying the algorithm to use a measure which can account for indels between copies, e.g. edit distance, will likely adversely affect worst case performance, and significantly increase the real-life run time. This is because dynamic programming will likely be required to determine whether two copies are similar, and this has \( O(k^2) \) complexity.
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Fig. 8. Outputs from a section of *H.sapiens* chromosome 1 for a pattern size of 1866. The figures show the unfiltered and filtered outputs for the algorithm. The filtering algorithm decreased the number of repeats from 13,733 (belonging to 11 distinct groups as can be seen from Fig 8a) to 11 tandem repeats (corresponding to one for each group) as seen in Figure 8b.

whereas in the current algorithm, similarity can be determined in at best $O(1)$ and at worst $O(k)$ time.

The filtering algorithm that we have described is more conservative than aggressive. Nevertheless, as shown in Figure 7, the filtering algorithm helps to pare down the exhaustive set to more manageable proportions. However, we do not filter repeats across pattern sizes. This implies, e.g., that a repeat which occurs at a higher pattern size (e.g. 60), could occur again for a pattern size that is a factor of the larger pattern size (e.g. 30).

Moreover, the algorithm that we have described is embarrassingly parallel. As a result, it is very easy to parallelize the algorithm on a compute cluster or even on the grid. Another advantage of our algorithm is that there are no inherent restrictions on the input file sizes or on the pattern sizes being searched.

Not described in this article, our implementation allows the threshold $p$ and the number of repeats $l$ to be parameterized by pattern size $k$. This allows for the algorithm to account for the fact that a small $k$, in general, gives repeats of large $l$, and for large $k$ even low similarity scores are significant.
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5 We suspect that there might not necessarily exist a completely non-redundant and safe set.
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