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ABSTRACT

Motivation: Spotted arrays are often printed with probes in duplicate or triplicate, but current methods for assessing differential expression are not able to make full use of the resulting information. The usual practice is to average the duplicate or triplicate results for each probe before assessing differential expression. This results in the loss of valuable information about genewise variability.

Results: A method is proposed for extracting more information from within-array replicate spots in microarray experiments by estimating the strength of the correlation between them. The method involves fitting separate linear models to the expression data for each gene but with a common value for the between-replicate correlation. The method greatly improves the precision with which the genewise variances are estimated and thereby improves inference methods designed to identify differentially expressed genes. The method may be combined with empirical Bayes methods for moderating the genewise variances between genes. The method is validated using data from a microarray experiment involving calibration and ratio control spots in conjunction with spiked-in RNA. Comparing results for calibration and ratio control spots shows that the common correlation method results in substantially better discrimination of differentially expressed genes from those which are not. The spike-in experiment also confirms that the results may be further improved by empirical Bayes smoothing of the variances when the sample size is small.

Availability: The methodology is implemented in the limma software package for R, available from the CRAN repository http://www.r-project.org

Contact: smyth@wehi.edu.au

1 INTRODUCTION

Microarrays measure the mRNA expression of tens of thousands of genes in a single hybridization experiment. Designed experiments involving two or more microarrays hybridized with RNA from different sources generate expression profiles which can help classify the genes according to functional groups or molecular pathways. Although much attention has been given to the statistical analysis of microarray data many problems are still unresolved (Nguyen et al., 2002; Smyth et al., 2003; Parmigiani et al., 2003; Speed, 2003; Causton et al., 2003; Firestein and Pisetsky, 2002; Tilstone, 2003). Particular challenges and opportunities arise from the multiplicity of genes and the possibilities for parallel inference.

A standard analysis method is to fit the same statistical model separately to the expression measurements for each gene (Wolfinger et al., 2001; Yang and Speed, 2003). A number of authors have noted that inference for each individual gene can be made more reliable by making use of information generated from the whole ensemble of genes (Newton et al., 2001; Tusher et al., 2001; Efron et al., 2001; Efron and Tibshirani, 2002; Lönnstedt and Speed, 2002; Kendziorski et al., 2003; Newton et al., 2004; Smyth, 2004). Such methods have not as yet been applied to experimental designs in which there are technical or biological replicates leading to multiple strata of random variation for each gene. This article develops a between-gene moderation method appropriate for a particular type of technical replication, that of within-array replicate spots. The method proposed is particularly simple in that a suitably chosen parameter is constrained to be common between the genes. The treatment proposed here for within-array replicates may be combined with moderation methods designed for a single error strata.

Spotted microarrays are produced by printing cDNA or oligonucleotide sequences on glass slides using a robotic printer. The spots are laid down using a printhead made up of capillary print tips or pins or inkjets. The DNA is prepared in 96-well or 384-well plates ready for printing, with normally one well for each distinct probe. The robot acquires DNA by dipping the tips of the print head into the wells of the plate before depositing the DNA on the glass slide. In most cases only a small proportion of the DNA in each well is actually printed onto the arrays and any excess is discarded. Provided that there is space on the array, there is no cost, apart from printing time, in printing two or more spots on the arrays from each well. This is accomplished by programming the robotic printer to dip the print head more than once into the same set of wells. This results in a printed array in which each gene appears two or more times a fixed distance apart. Usually multiple printing produces two spots of each gene but an arbitrarily large number of replicate spots may be printed if there is sufficient space to accommodate them on the arrays.

Normally the replicate spots are printed side-by-side in the same row, in the same column or at the top and bottom halves of the array. Any intensity or log-ratio measurements made from the replicate spots will be positively correlated though being observed on the same array. Replicate spots which are side-by-side are likely to be very highly correlated since they are not only printed with the same gene but are also spatially close together and therefore likely to share many common causes including local effects on the array surfaces as well as hybridization and labelling effects. Indeed the value of having multiple prints of each clone on an array has often been questioned.
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given the low within-array variability compared with between-array variability (Tran et al., 2002). Replicate spots in the top and bottom halves of the array are also likely to be positively correlated but less so than side-by-side replicates.

Replicate spots are often used as a quality assessment tool since disagreement between replicates is strong evidence that at least one of the spots is affected by a local artifact. Repeatability of the log-ratios across replicate spots within arrays can be used as a basis for removing outlier spots (Tseng et al., 2001; Hoffmann et al., 2002; Yang et al., 2002; Jenssen et al., 2002; Lyne et al., 2003; König et al., 2004), to construct spot-quality measures (Beissbarth et al., 2000) or to evaluate the effectiveness of a spot-quality scheme (Wang et al., 2001). It is almost universal practice to average the log-intensities or log-ratios obtained from within-array replicate spots before conducting a formal statistical analysis of differential expression (Andrews et al., 2000; Tseng et al., 2001; Berwanger et al., 2002; Hoffmann et al., 2002; Yang et al., 2002; Kaynak et al., 2003; Lyne et al., 2003), although averaging can cause complications when some of the log-ratios are missing or when there are spot-specific quality weights. Many public microarray database programs, such as the Stanford Microarray Database, automatically average log-ratios from duplicate spots. A relatively small number of studies have used within-array replicate level information to improve the assessment of differential expression (Baggerly et al., 2001; Boer et al., 2001; Fan et al., 2004).

The method developed in this paper extracts more information from the within-array replicate spots by estimating the correlation between them. A simple model is explored in which the between-replicate correlation is taken to be constant across genes. The method uses a consensus estimator of the correlation across genes in such a way that the correlation can be taken to be known at the individual gene level. Compared with simply averaging replicate spots, this method greatly improves the precision with which the genewise variances are estimated and thereby improves inference methods designed to identify differentially expressed genes.

The method is validated using data from a microarray experiment involving calibration and ratio control spots in conjunction with spiked-in RNA. Comparing results for calibration and ratio control spots shows that the within-array correlation method results in substantially better discrimination of differentially expressed genes from those which are not compared with simply averaging the replicate spots. Based on these data, the proposed method increases the power to detect differential expression when it is present without incurring a greater rate of Type I errors when it is not.

2 CDNA MICROARRAY PREPARATION METHODS

2.1 Spike-in control spots

This study uses data from a set of 26 CDNA microarrays which were printed and hybridized as part of a study on human transcription factors. The paper presents data only from the spike-in control spots.

The arrays were printed at the Australian Genome Research Facility with the Hs8k cDNA clone library from Research Genetics and a selection of control spots. Each array was printed with 12 sets of the Lucidea Universal Scorecard system (Amer sham). Spots were printed in duplicate, side-by-side by rows, including the 12 sets of ScoreCard spots.

The RNA samples hybridized to the arrays included ScoreCard spike mixtures according to the Lucidea ScoreCard User’s Guide. The ScoreCard system includes calibration and ratio control spots designed to generate pre-determined fold changes. Each set of ScoreCard spots includes 10 calibration spots, labeled here Calib1–Calib10, which have a theoretical fold change of 1 and are expressed at successively decreasing intensities. The ratio controls have fold changes as follows: 3-fold up and down at low intensity (3UL and 3DL), 3-fold up and down at high intensity (3UH and 3DH), 10-fold up and down at low intensity (10UL and 10DL) and 10-fold up and down at high intensity (10UH and 10DH). The same spike mix was applied to all the arrays, so the arrays can be treated as a set of replicate arrays for the purposes of the ScoreCard spots.

2.2 Hybridization

An aliquot of 50 µg of total RNA extracted from HeLa cells and 1 µl of either reference or test spike mRNA was reverse transcribed using an anchored oligo(dT) primer and 200 units of Superscript II reverse transcriptase (Invitrogen) in the presence of 25 mM dATP, 25 mM dCTP, 25 mM dGTP, 15 mM aminoalyl-dUTP (SIGMA #A0410) and 10 mM dTTP. The single strand cDNA was purified using QIAquick PCR purification kit (Quagen) and labelled with CyDye post-labeling dye (A mer sham) for an hour. After a second purification as above, both Cy-5 and Cy-3 labelled cDNAs were pooled and mixed to 25 µg of human Cot1 DNA, 38 µg of polyA DNA and 50 µg of salmon sperm DNA. The mixture was concentrated using a vacuum dryer and resuspended in 50% formamide, 5 × SSC and 0.1% SDS.

The arrays were incubated in 50% formamide, 5 × SSC, 0.1% SDS and 10 mg/ml BSA for 45 min at 42 °C, rinsed with distilled water and dried using an air gun. The labelled cDNA mixture was denatured at 95 °C for 5 min, incubated at 45 °C for 30 min and cooled to room temperature before being pipetted onto the array. The slides were incubated overnight at 42 °C in a hybridization chamber (Corning) placed in a water bath. After incubation the slides were washed in 1 × SSC/0.2% SDS solution for 5 min, in 0.1 × SSC/0.2% SDS solution for 5 min, and twice in 0.1 × SSC for 2 min. The slides were then spun dry using a centrifuge.

2.3 Image analysis and normalization

The arrays were scanned using a Genepix 4000B scanner with adjusted settings in order to obtain a similar green and red overall intensity. The arrays were analyzed using the SPOT software (Buckley, 2000, http://www.cmis.csiro.au/iap/Spot/spotmanual.htm). Foreground intensities were background corrected using the ‘morph’ background measure and the ScoreCard spot log-ratios were normalized using global loess normalization with the default smoothing span of 0.3 (Yang et al., 2001; Smyth and Speed, 2003).

3 THE BALANCED SINGLE SAMPLE PROBLEM

3.1 Individual correlations

For simplicity, consider first a series of n replicate two-color microarray experiments, each array hybridized with RNA from the same two sources. Suppose that each gene is replicated m times on each array at a fixed distance apart. Image analysis and normalization of the microarray data will yield a log-ratio of expression  for each spot. Here  is the log-ratio for gene  = 1,..., G, array  = 1,..., n and replicate  = 1,..., m. Usually  is a normalized version of  where  is the measured red intensity while  is the measured green intensity for that spot. Assume that

\[ E(y_{gij}) = \mu_g, \]
where \( \mu_g \) is the true log-ratio of the expression levels for gene \( g \). Interest lies in estimating \( \mu_g \) and especially in testing \( H_0 : \mu_g = 0 \).

It is reasonable to assume that observations made on different arrays for a given gene are independent or nearly so. On the other hand, replicate observations made on the same array are likely to be correlated, perhaps highly so. For the remainder of this paper, the term ‘replicate spots’ will be taken to refer to spots on the same array. Let \( \rho_g \) be the correlation between replicate spots for gene \( g \). We will assume that

\[
\text{var}(y_{gij}) = \sigma_g^2
\]

and

\[
\text{cor}(y_{gij}, y_{gij}') = \rho_g
\]

for \( j \neq j' \). Observations with different \( i \) are assumed to be independent. Observations on different genes on the same array are also likely to be correlated. The correlations between genes, however, are far apart, the correlation will be much smaller. Note that \( \rho_g \) is constrained according to \(-1/(m-1) \leq \rho_g \leq 1\) by the requirement that the covariance matrix of the \( y_{gij} \) be non-negative definite.

It will be further assumed in this article that the \( y_{gij} \) are normally distributed. Although this assumption will be used in deriving specific results in this paper, most of the results of this paper do not depend on normality for their usefulness. See further comments on this issue in Section 8.

For each gene \( g \) write \( \bar{y}_{gj} \) for the sample mean of the replicate observations on array \( j \) and \( \bar{y}_g \) for overall sample mean across all arrays. For each gene let \( s_g^B \) be the between-arrays standard deviation,

\[
(s_g^B)^2 = \frac{m}{n-1} \sum_{i=1}^{n} (\bar{y}_{gij} - \bar{y}_g)^2
\]

and \( s_g^W \) be the within-arrays standard deviation,

\[
(s_g^W)^2 = \frac{1}{n(m-1)} \sum_{i=1}^{n} \sum_{j=1}^{m} (y_{gij} - \bar{y}_{gij})^2.
\]

Then \( \bar{y}_g, s_g^B \) and \( s_g^W \) are mutually independent and sufficient for \( \mu_g, \sigma_g \) and \( \rho_g \) with

\[
\bar{y}_g \sim N \left( \mu_g, \frac{\sigma_g^2}{nm} \{1 + (m-1)\rho_g\} \right)
\]

\[
(s_g^B)^2 \sim \sigma_g^2 \{1 + (m-1)\rho_g\} \frac{X^2_{m-1}}{n-1}
\]

\[
(s_g^W)^2 \sim \sigma_g^2 \{1 - \rho_g\} \frac{X^2_{m(m-1)}}{n(m-1)}
\]

Under this model, inference about \( \mu_g \) can be conducted entirely using \( \bar{y}_g \) and \( s_g^B \). The within standard deviation \( s_g^W \) does not contribute any further information. The maximum likelihood estimator of \( \mu_g \) is

\[
\hat{\mu}_g = \bar{y}_g
\]

and the most powerful test statistic for testing \( H_0 : \mu_g = 0 \) is

\[
t_g = \frac{\bar{y}_g}{s_g^B / \sqrt{nm}}.
\]

If \( \mu_g = 0 \) then \( t \sim t_{n-1} \). This explains why it is usual practice to average the replicate spots before undertaking inference for microarrays with within-array replication.

It is useful for later reference to consider the estimation of \( \rho_g \) even though it does not contribute here to inference about \( \mu_g \). Let

\[
\theta_g = \frac{1}{2} \log \left( 1 + \frac{(m-1)\rho_g}{1 - \rho_g} \right).
\]

Note that \( \theta_g \) is a monotonic increasing transformation of \( \rho_g \) which takes values on the whole real line. The transformation is reversed by

\[
\rho_g = \frac{\exp(2\theta_g) - 1}{\exp(2\theta_g) + m - 1},
\]

which reduces to \( \rho_g = \tanh \theta_g \) when \( m = 2 \). The residual maximum likelihood (REML) (Searle et al., 1992) estimator of \( \theta_g \) is

\[
\hat{\theta}_g = \log \left( \frac{s_g^B}{s_g^W} \right),
\]

which is distributed as \( \theta_g + 1/2 \log F_{(n-1,m(m-1))} \). This shows that

\[
E(\hat{\theta}_g) = \theta_g + b(n - 1, n(m - 1)),
\]

where the bias is determined by the function

\[
b(f_1, f_2) = \frac{1}{2} \left\{ \psi \left( \frac{f_1}{2} \right) - \log \left( \frac{f_1}{2} \right) - \psi \left( \frac{f_2}{2} \right) + \log \left( \frac{f_2}{2} \right) \right\},
\]

where \( \psi \) is the digamma function. The variance is

\[
\text{var}(\hat{\theta}_g) = \psi(n-1, n(m-1))
\]

with

\[
v(f_1, f_2) = \frac{1}{4} \left\{ \psi \left( \frac{f_1}{2} \right) - \psi \left( \frac{f_2}{2} \right) \right\},
\]

where \( \psi \) is the trigamma function. The distribution of \( \hat{\theta}_g \) is somewhat skewed to the left because of the differing degrees of freedom for \( s_g^B \) and \( s_g^W \). In the worst case with \( n = m = 2 \) the bias of \( \hat{\theta}_g \) is \(-0.35\).

### 3.2 Common correlation

Now we make the simplifying assumption that the between-replicate correlation is common across genes, \( \rho_g = \rho \) for all \( g \). This assumption is motivated by the belief that the correlation springs mainly from the physical proximity of the replicate spots on the same array. The robotic printing ensures that the spacing between the replicate spots is the same for all genes and all arrays. In practice it will not be necessary that the assumption be precisely true but rather that the
correlations be sufficiently stable to make the common correlation model useful. This is likely to be true when the between and within standard deviations $s_b^2$ and $s_w^2$ are positively associated across genes, meaning that the correlations are much more stable than the variances. This has been true in all microarray experiments seen by the authors so far.

Let

$$
\hat{\theta} = \frac{1}{2} \log \left( \frac{1 + (m - 1)\rho}{1 - \rho} \right).
$$

If observations on different genes were independent then the REML estimator of $\theta$ would be

$$
\hat{\theta} = \frac{1}{2} \log \left( \frac{\sum_{g=1}^G \hat{s}_g^2}{\sum_{g=1}^G \hat{s}_g^2 \rho} \right),
$$

(2)

which would be distributed as $\theta + \frac{1}{2} \log \mathcal{F}_{G(n-1),Gm(m-1)}$. This estimator remains consistent as $n \to \infty$ even if the genes are not independent because it requires only that the mean of $(\hat{s}_g^2)$ and the mean of $(\hat{s}_g^2 \rho)$ converge to quantities in the ratio of $1 + (m - 1)\rho$ to $1 - \rho$. For the same reasons it requires only weak assumptions on the independence between genes to be consistent as $G \to \infty$. In practice this estimator is likely to be very accurate if the number of genes $G$ is large. Under the assumption of dependence between genes, the bias is

$$
b(G[n-1],Gn[m-1])
$$

and the variance is

$$
\text{var}(\hat{\theta}_g) \sim \nu(G[n-1],Gn[m-1])
$$

both of which are very small when $G$ is large. For example, if $G = 1000$ and $n = m = 2$ the above bias is minimal at $-0.00025$ while the standard deviation is $0.016$.

The fact that the correlation is common between genes does not change the estimator $\hat{\mu}_g$ for each gene but does substantially change the inference about $\sigma_g^2$. Since the common correlation can be estimated very accurately from the ensemble of genes, $\rho$ may be treated as known to a very good approximation when undertaking inference about each individual gene. This means that $s_w^2$ can contribute to the estimator of $\sigma_g^2$, improving the precision with which we judge whether $\mu_g$ is nonzero. The REML estimator of $\sigma_g^2$ is approximately

$$
\hat{s}_g^2 = \frac{1}{nm-1} \left\{ \frac{(m-1)s_b^2}{1+(m-1)\hat{\rho}} + \frac{n(m-1)s_w^2}{1-\hat{\rho}} \right\},
$$

(3)

which is approximately distributed as $\sigma_g^2 \chi^2_{nm-1}/(nm-1)$. The test statistic for testing $H_0 : \mu_g = 0$ now becomes

$$
t_g = \frac{\hat{y}_g}{s_g/\sqrt{\frac{1}{nm-1}(1+(m-1)\hat{\rho})}}
$$

(4)

and this follows a $\chi^2_{nm-1}$ distribution under the null hypothesis. The number of degrees of freedom associated with the test statistic is more than doubled compared with Section 3.1 even in the most conservative case when there are $m = 2$ within-array replicates.

4 RESULTS FOR BALANCED LINEAR MODELS

Section 3 considered only replicate arrays comparing two RNA sources. The results of Section 3 generalize easily to arbitrarily complicated microarray experiments comparing $\geq 2$ RNA sources. Let $y_g$ be the vector containing the $nm$ log-ratios or log-intensities observed for gene $g$. A general microarray experiment can be represented by a linear model

$$
E(y_g) = X \beta_g,
$$

where $X$ is a known $nm \times k$ dimensional design matrix specifying the experimental design and $\beta_g$ is a vector of $k$ regression coefficients (Yang and Speed, 2003; Smyth, 2004). In order for the linear model to be identifiable, we assume that $k < n$ and that the matrix $X$ is of full column rank. When there are $m$ replicates of each gene on each array, there will be $m$ repeated rows of the design matrix $X$ corresponding to each set of $m$ replicate spots. The covariance matrix is

$$
\text{var}(\hat{y}_g) = \sigma_g^2 R_g,
$$

where $R_g$ is the block diagonal matrix with $n$ blocks equal to the $m \times m$ correlation matrix

$$
\left[ \begin{array}{cccc}
1 & \rho_g & \ldots & \rho_g \\
\rho_g & 1 & \ldots & \rho_g \\
\vdots & \vdots & \ddots & \vdots \\
\rho_g & \rho_g & \ldots & 1
\end{array} \right].
$$

Let $\alpha_k = c^T \beta_g$, where $c$ is a vector of known constants, be a particular contrast or linear combination of the regression coefficients and suppose that interest lies in testing $H_0 : \alpha_k = 0$. This formulation is sufficiently general to accommodate a wide variety of microarray experiments including dye-swaps, time course experiments and factorial experiments. It is also applicable to single-channel microarray experiments for which $y_{gij}$ is a normalized version of $\log_2 I_{gij}$, where $I_{gij}$ is the measured intensity for that spot.

Generalizing from replicate arrays to the linear model causes little extra complication for the theory of Section 2. Let $\hat{y}_g$ be the $n$-vector of array means $\bar{y}_{gij}$ and let $X$ be the reduced $n \times k$ dimensional design matrix in which there is only one row instead of $m$ rows for each gene by array combination. Then

$$
E(\hat{y}_g) = \bar{X} \beta_g.
$$

(5)

To generalize the results of Section 2.2, we simply generalize the between-arrays standard deviation $s_b^2$ to be $m$ times the residual standard error which arises from fitting the linear model (5). This mean square is now on $n-k$ instead of $n-1$ degrees of freedom. Let $\hat{\beta}_g$ be the estimator of $\beta_g$ from fitting this model and let $\hat{\alpha}_g = c^T \hat{\beta}_g$.

The estimate $\hat{\beta}_g$ from the reduced linear model (5) is the same as that from the full linear model for $y_g$. Note that

$$
\text{var}(\hat{\alpha}_g) = \sigma_g^2 u_g^2
$$

with

$$
u_g^2 = c^T (\bar{X}^T R_g^{-1} X)^{-1} c = \frac{1}{m} (m-1)\rho_g c^T (\bar{X}^T \bar{X})^{-1} c.
$$

The $t$-statistic (1) arising from the individual correlation model is now

$$
t_g = \frac{\hat{\alpha}_g}{\nu_g^2 u_g},
$$

which is on $n - k$ degrees of freedom.
Assuming now that \( \rho_g = \rho \), the common correlation estimator (2) would now be distributed as \( \hat{\theta} + \frac{1}{2} \log F_{\text{Gmm}-k,Gmm} \) if the genes were independent. The pooled variance estimator (3) now becomes

\[
\hat{s}_g^2 = \frac{1}{nm-k} \left\{ \frac{(n-k)(s_g^B)^2}{1 + (m-1)\hat{\rho}} + \frac{n(m-1)(s_g^W)^2}{1 - \hat{\rho}} \right\},
\]

which is on \( mn - k \) degrees of freedom. The \( t \)-statistic (4) now becomes

\[
t_g = \frac{\hat{\alpha}_g}{s_g \sigma_g}
\]

on \( mn - k \) degrees of freedom and is used to test \( H_0: \alpha_g = 0 \).

It can be seen that the relative difference in degrees of freedom between \( s_g^B \) and \( s_g^W \) can be large if \( k > 1 \) and especially if \( k \) is not \( \ll n \). This means that the gain in degrees of freedom of \( s_g \) over \( s_g^B \) which results from assuming common correlations is especially important for larger values of \( k \), i.e. for designed experiments involving a larger number of distinct RNA sources to be compared.

5 RESULTS FOR UNBALANCED MODELS

Suppose that now there are spot-specific weights \( w_{gij} \) associated with the observations so that

\[
\text{var}(y_{gij}) = \sigma_g^2 w_{gij}.
\]

The weights may arise from quality assessment or quality filtering of the spots (Smyth and Speed, 2003). In general the weights are non-negative but may be permitted to take value zero corresponding to log-ratios or log-intensities which are missing. The linear model is as before

\[
E(y_g) = X\beta_g
\]

but the covariance matrix is now

\[
\text{var}(y) = \sigma_g^2 \text{diag}(w_{gij}^{-1/2}) R_g \text{diag}(w_{gij}^{-1/2}).
\]

Unlike in Section 3 the estimator \( \hat{\beta}_g \) of \( \beta_g \) is now somewhat dependent on the estimated value for \( \rho_g \). This produces an unbalanced statistical model in which there are no non-iterative formulae for the REML estimators of \( \sigma_g \) or \( \rho_g \). On the other hand, iterative computational procedures are readily available to compute the numerical REML estimates \( \hat{\sigma}_g \) and \( \hat{\rho}_g \) for any given dataset (Pinheiro and Bates, 2000).

Assume now that \( \rho_g = \rho \). Even assuming independence between the genes, exact REML estimation of the common correlation would require iterative computation using the entire dataset. This is at best very unattractive computationally and would in most cases involve prohibitive memory storage requirements. An alternative and much easier strategy is to estimate the common correlation \( \rho \) by combining the individual correlation estimators \( \hat{\rho}_g \). The fact that this estimation method is not fully efficient is not important when the number of genes is large. Let

\[
\hat{\rho}_g = \frac{1}{2} \log \left\{ \frac{1 + (m-1)\hat{\rho}_g}{1 - \hat{\rho}_g} \right\},
\]

where \( \hat{\rho}_g \) is the REML estimator of \( \rho_g \) from the data for gene \( g \). By analogy with the balanced case we can conclude that

\[
E(\hat{\rho}_g) \approx \theta + b(d_g^B, d_g^W),
\]

where \( d_g^B \) is the between-array degrees of freedom and \( d_g^W \) is the within-array degrees of freedom for gene \( g \). A combined estimator of \( \theta \)

\[
\hat{\theta} = \frac{1}{G} \sum_{g=1}^{G} \left\{ \hat{\theta}_g - b(d_g^B, d_g^W) \right\}.
\]

This estimator is consistent for \( \theta \) as \( n \to \infty \) regardless of the dependence structure between the genes and is consistent as \( G \to \infty \) given weak assumptions on the dependence structure. The estimator of \( \rho \) is recovered by

\[
\hat{\rho} = \frac{\exp(2\hat{\theta}) - 1}{\exp(2\hat{\theta}) + m - 1}.
\]

Having estimated the common correlation, the regression coefficients \( \beta_g \) can be estimated by weighted least squares of \( y_g \) on \( X \) with weight matrix

\[
W_g = \text{diag}(w_{gij}^{-1/2}) \hat{R}^{-1} \text{diag}(w_{gij}^{-1/2}),
\]

where \( \hat{R} \) is equal to \( R_g \) with \( \hat{\rho} \) substituted for \( \rho_g \). The weighted least squares estimator is

\[
\hat{\beta}_g = (X^T W_g X)^{-1} X^T W_g y_g
\]

and the approximate REML estimator of \( \sigma_g^2 \) is the residual variance

\[
\hat{s}_g^2 = \frac{1}{nm-k} (y_g - X \hat{\beta}_g)^T W_g (y_g - X \hat{\beta}_g).
\]

The \( t \)-statistic for testing \( H_0: \alpha = 0 \) is

\[
t_g = \frac{\hat{\alpha}_g}{s_g \sigma_g},
\]

where

\[
u_{g}^2 = c^T (X^T W_g X)^{-1} c
\]

is the unscaled variance of \( \hat{\alpha}_g \). The \( t \)-statistic is on \( mn - k \) degrees of freedom. If \( w_{gij} = 1 \) then \( s_g^2 \) and \( t_g \) reduce to the same forms as in the balanced case in Section 3 apart from differences in the estimation of \( \rho \), specifically the replacement of \( \hat{\theta} \) with \( \hat{\theta} \).

Note that the \( t \)-statistic \( t_g \) is not sensitive to small changes in the correlation correlation \( \hat{\rho} \), since the estimated residual variance \( s_g^2 \) will tend to compensate. This reassures us that the common correlation model will not lead to misleading results if it fails to be exactly correct for some genes.

The efficiency of \( \hat{\theta} \) relative to the REML estimator can be computed for the balanced case under the assumption of independence between genes. When \( G = 1000 \) and \( n = m = 2 \), the standard deviation of \( \hat{\theta} \) is 0.029, showing that its relative efficiency compared to the REML estimator is about 30%. This is the worst case; efficiency increases with the number of arrays. For example, the efficiency is 70% if there are \( n = 6 \) arrays. For the purposes of the methodology of this paper, these are acceptable efficiencies.

6 COMBINING WITH EMPIRICAL BAYES MODERATION

A number of authors have shown that one can improve on the use of \( t \)-statistics for assessing differential expression in microarray experiments by using appropriate shrinkage methods to moderate the gene-wise sample variances (Bald and Long, 2001; Efron et al., 2001; Tusher et al., 2001; Lönnstedt and Speed, 2002; Broberg, 2003;...
Smyth, 2004). We show here that the empirical Bayes method of Smyth (2004) combines in a natural way with the methods of this paper.

In the separate correlation model of Section 2.1, an inverse Gamma prior would be applied to the between-array variances \( \sigma_g^2 \) yielding posterior variances

\[
(\tilde{\sigma}_g^2) = \frac{(n - 1)(\sigma_g^2)^2 + d_0(\sigma_0^2)^2}{n - 1 + d_0},
\]

where \((\sigma_0^2)^2\) is the prior value and \(d_0\) the prior degrees of freedom. Replacing the sample variance in Equation (1) with the posterior variance produces the moderated \(t\)-statistic

\[
\tilde{t}_g = \frac{\tilde{y}_g}{\tilde{s}_g / \sqrt{nm}},
\]

which follows a \(t\)-distribution on \(n - 1 + d_0\) degrees of freedom if \(\mu_g = 0\) (Smyth, 2004). In the common correlation model of Section 2.2 an inverse Gamma prior would be applied to \(\sigma_g^2\) yielding posterior variances

\[
\tilde{\sigma}_g^2 = \frac{(n - 1)(\sigma_g^2)^2 + d_0(\sigma_0^2)^2}{nm - 1 + d_0}.
\]

Replacing the sample variance in Equation (4) with the posterior variance produces the moderated \(t\)-statistic

\[
\tilde{t}_g = \frac{\tilde{y}_g}{\tilde{s}_g / \sqrt{nm}},
\]

which is \(t\)-distributed on \(nm - 1 + d_0\) degrees of freedom if \(\mu_g = 0\). The same technique could be applied to the individual and common correlation models of Sections 3 and 4. In Section 4 an inverse Gamma prior for \(\sigma_g^2\) would lead to posterior variances

\[
\tilde{\sigma}_g^2 = \frac{(n - k)(\sigma_g^2)^2 + d_0(\sigma_0^2)^2}{nm - k + d_0}
\]

and to moderated \(t\)-statistics

\[
\tilde{t}_g = \frac{\tilde{y}_g}{\tilde{s}_g / \sqrt{nm}}
\]

on \(nm - k + d_0\) degrees of freedom. The use of empirical Bayes results in better \(t\)-statistics in the sense that using both techniques together results in the greatest possible increase in the effective degrees of freedom for estimating the variances.

Note that empirical Bayes smoothing could in principle be applied to the correlations as well as the variances. In fact, smoothing the between and within variances \((\sigma_g^2)^2\) and \((\sigma_{gW}^2)^2\) independently leads to smoothed correlation estimators from

\[
\delta_g = \log(\sigma_g^2 / \sigma_{gW}^2).
\]

This, however, turns out to be equivalent to averaging the log-ratios over replicate spots and then applying smoothing to the variances, i.e. empirical Bayes smoothing of the correlations does not add more information over that of smoothing the variances alone. So it appears that to get an extra benefit it is necessary to smooth the correlations to a greater degree than the variances, e.g. by setting them equal as in this paper.

7 RESULTS WITH SPIKE-IN DATA

The methodology is demonstrated on a set of 26 microarrays for which the differential expression status of a set of control spots is known. Figure 1 shows boxplots of \(t\)-statistics for the ScoreCard
series of control spots. There are 12 \( t \)-statistics in each box. The grey filled boxplots, on the left of each pair of boxplots, show statistics computed using common correlations while the white boxplots on the right of each pair show statistics computed by averaging the duplicate spots.

The \( t \)-statistics produced by averaging the duplicate spots are on fewer degrees of freedom than those produced by the common correlation method, meaning that they are not directly comparable on the basis of magnitudes alone. One way to compare the \( t \)-statistics would be to compute \( P \)-values. The vertical axis in the plot actually shows \( Z \)-score equivalents of the \( t \)-statistics, i.e. the standard normal deviate which has the same \( P \)-value as has the \( t \)-statistic. The \( Z \)-scores put \( t \)-statistics with different degrees of freedom on the same scale. Comparing \( Z \)-scores is equivalent to comparing \( P \)-values but the \( Z \)-scores are better suited to graphical presentation.

An ideal test statistic will show \( Z \)-score values which are randomly distributed about zero with as little variability as possible for the calibration spots and \( Z \)-scores as far from zero as possible for the ratio controls. The greater the separation between the calibration values and the ratio values, the better the performance of the statistic. The plot shows that the \( t \)-statistics computed assuming common correlations give much larger absolute \( Z \)-scores for the differentially expressed genes while maintaining a similar null distribution for the non-differentially expressed spots. This shows that the common correlation \( t \)-statistics have greater power for detecting differential expression while producing no more false positives on average.

The bottom panel of Figure 1 shows the results with empirical Bayes smoothing of the sample variations while the top panel shows results with ordinary \( t \)-statistics. The relatively large number of arrays here means that the sample variances are fairly reliable so that use of empirical Bayes changes the picture only slightly.

The minimum number of arrays for which \( t \)-statistics can be computed is two, this being the minimum number to return a degree of freedom for error when the duplicate spot values are averaged. In order to examine this extreme situation, we separated the 26 arrays into 13 pairs of arrays and computed \( t \)-statistics for each pair. Figure 2 shows the results. Each boxplot in Figure 2 represents 156 values, i.e. 12 values for each of the 13 pairs. The fact that \( t \)-statistics are computed from only 2 arrays instead of all 26 means that they are less able to distinguish which spots are differentially expressed; however, the \( t \)-statistics using common correlations do markedly better. As before, the common correlation \( t \)-statistics have greater power to detect differential expression while having a similar null distribution (Fig. 2, top panel). The relative gain of the common correlation method compared with averaging the duplicate spots is perhaps even greater here with \( n = 2 \) than with the larger sample size.

With only two arrays for each \( t \)-statistic, the sample variances are rather unreliably estimated. When the duplicate spots are averaged, the sample variances have in fact only one degree of freedom. In this situation, empirical Bayes smoothing can be expected to have a large impact on the reliability of the statistics. The bottom panel of Figure 2 shows the same results as the left but with empirical Bayes smoothing of the variances. The empirical Bayes method greatly improves the performance of both statistics, with and without common correlations, and the separation of calibration and ratio values is improved relative to the top panel. The comparison between common and individual correlations is no longer clear cut because the \( Z \)-scores for ratio controls without common correlations are so variable, sometimes larger and sometimes smaller than the statistics with common correlations. The important observation here is that the common correlation (grey) boxes are noticeably more compact than the white boxes for all intensities of calibration spots, i.e. the rate of false discoveries is reduced. Furthermore, assuming common correlations also gives larger median \( Z \)-scores for all types of ratio controls except for 10DL, meaning that the common correlation method gives greater power in most cases as well as better control of type I errors.
8 DISCUSSION

This paper shows that setting the between-replicate correlation constant across genes is a useful strategy. Results using spike-in probes show that the statistics assuming common correlations give clearly improved assessment of differential expression. Any bias which is introduced by assuming correlations to be equal seems to be more than offset by an increase in the precision with which the genewise variances are estimated. When the number of arrays is small, the spike-in results were further improved by empirical Bayes smoothing of the sample variances as in Smyth (2004).

The authors have applied the methodology to a variety of microarray experiments with arrays printed in several different laboratories with several different clone libraries. Our experience has been that correlations between side-by-side duplicates are estimated typically in the range 0.7–0.9, suggesting that side-by-side duplicates share about half of their variability as measured by squared correlation. Correlations between replicates in the top and bottom halves of the array are typically estimated in the range 0.5–0.6, suggesting that duplicates at the maximum distance apart still share about a quarter of their variability. These observations are consistent with the idea that spots which are further apart should be less highly correlated.

In most experiments the genewise correlation estimates \( \hat{\rho}_g \) are found to be too variable across genes to be compatible with a common true correlation and the theoretical scaled \( F_{n-k,p} \) sampling variability for \( (1 + \hat{\rho}_g)/(1 - \hat{\rho}_g) \) (data not shown). In other words the assumption of constant correlation across genes does not appear to be strictly tenable. On the other hand, the between and within sample variances \( s_g^2 \) and \( s^2 \) have been found to be positively associated, meaning that the correlation estimates \( \hat{\rho}_g \) are less variable, relative to the theoretical \( \chi^2 \) distribution. So the assumption of constant correlation appears to be valid in practice in the relative sense that the correlations are more nearly constant than are the variances themselves.

The effectiveness of the common correlation model seems to be due to three main characteristics. First, the estimated common correlation is very stable, it being a consensus estimator derived from a large number of genes. This stability results in a favorable variance–bias trade-off, especially for small data sets. Second, the correlation estimates \( \hat{\rho}_g \) are less variable, relative to their theoretical \( \chi^2 \) distribution. So the assumption of constant correlation appears to be valid in practice in the relative sense that the correlations are more nearly constant than are the variances themselves.

The method used in this paper differs from previous work on empirical Bayes or shrinkage estimators in that a suitably chosen parameter is of secondary interest from an inferential point of view. The methods described here are not limited to high quality data sets for which normality might be reasonable nor to very large data sets for which rigorous checking of the distributional assumptions might be feasible. In fact the benefits, relative to alternative methods such as averaging the replicate spots or simply ranking genes on fold change, may be most pronounced in experiments with very few arrays or with poor quality data. This expectation is borne out by the spike-in experimental data with \( n = 2 \).

As with any statistical modelling technique, it is assumed that appropriate quality assessment has been done of the data before application of the method proposed here. It has been described in Section 5 how the method is capable of incorporating spot and array quality weights which might arise from such quality assessment.

The method used in this paper differs from previous work on empirical Bayes or shrinkage estimators in that a suitably chosen parameter is simply set equal across genes. The idea works here because the correlation parameter is of secondary interest from an inferential point of view and because it is relatively stable across genes. The technique is applicable to other situations involving mixed model analyses of microarray data such as those with technical as well as biological replication or the separate channel analyses described by Jin et al. (2001) and Wolfinger et al. (2001). These situations have within-block or within-spot correlations for which consensus estimators might be used across genes.

The methods described in this paper are implemented in the software package limma for the R computing environment (Smyth et al., 2004, http://bioinf.wehi.edu.au/limma). Limma is part of the
Bioconductor project at http://www.bioconductor.org (Gentleman et al., 2004).
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