Quality classification of tandem mass spectrometry data
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1 INTRODUCTION

In most proteomic studies protein identification is achieved using mass spectrometry (MS) with database searches. Proteins are first digested into smaller fragments, peptides, which are then analysed with MS. Amongst the different types of MS-methods and instruments available for protein identification, liquid chromatography (LC) coupled with tandem mass spectrometry (MS/MS) is a standard method for identifying proteins from complex mixtures of proteins. In LC-MS/MS-analysis peptides are first separated using LC, followed with measurement of their mass-to-charge (m/z) ratios and fragmentation by the mass spectrometer. Protein identifications are made by interpreting specific patterns of ions in the resulting MS/MS spectrum. Identification is most often achieved using a database search program such as SEQUEST (Eng et al., 1994) or Mascot (Perkins et al., 1999). These programs compare the MS/MS spectra obtained from unknown peptides with theoretically predicted spectra derived from protein databases. As the technique is relatively reliable and suitable for automation, it allows the high throughput required in proteomics experiments. Alternatively, de novo sequencing may be used to reconstruct peptide sequences from the peaks in the spectrum, without direct reference to a database.

Even in the ideal case, identification of peptides by their MS/MS spectrum cannot be done with 100% certainty, as fragments of different origin (e.g. b- and y-fragments) may overlap to any degree, so two different sequences may give indistinguishable (in terms of measured m/z of fragments) MS/MS spectra. In practice, however, even if the sequence of a fragmented peptide is present in the database its identification can be problematic, because the obtained peak patterns are not always equivalent to the theoretical ones. Besides missing peaks, there may be peaks in the spectrum which are not consistent with theoretical fragmentation. Such artefacts complicate the analysis process and compromise the reliability of automatic identifications. Database search programs need to rank the theoretical spectra according to the likelihood of correct match with the sample spectrum using complicated scoring schemes, see e.g. the comparison by Chamrad et al. (2004) and the references therein. Consequently, reliable protein identification with search algorithms is a time-consuming and program-dependent task (Moulder et al., 2005) involving a considerable frequency of false positive identifications (Keller et al., 2002b; Cargile et al., 2004).

During the past few years, there have been a number of studies concerning the interpretation of the results of various search programs to distinguish correct peptide identifications from false positives. In particular, these have addressed the SEQUEST-calculated features combined with additional parameters extracted from the spectra to predict correctly and incorrectly assigned peptides. Machine learning methods for such classifications include expectation maximization algorithm (Keller et al., 2002a), support vector machines (Anderson et al., 2003), and a combination of a neural network system and a statistical score (Razumovskaya et al., 2004). Motivated by manual interpretation rules for a peptide match, Sun et al. (2004) described two scores based on the rules
that intensity of the fragment ions should be clearly above baseline noise, and that b- or y-ion series should be continuous in the spectrum. They complemented the scores with a filter based on the SEQUEST-outputs (Xcor- and ΔCn-scores), and tested the method by analysing spectra produced from a known mixture of 18 proteins with an ion-trap mass spectrometer. Compared with pure SEQUEST results, this method increased the number of positive identifications without increasing the number of negative identifications (Sun et al., 2004).

Despite the recent advances in estimating the confidence of peptide identifications, the eventual decision whether the software-made identifications are correct and complete often relies on subjective, experience-dependent manual verification. One of the principal reasons is that there frequently exist poor quality spectra that can give a nearly perfect peptide match by pure chance alone. As LC-MS/MS can produce hundreds of fragment ion spectra for a particular protein mixture in one hour, it is evident that the labour-intensive manual validation of the identifications is the bottleneck of the analysis pipeline. Therefore, there is a great need for automated MS/MS spectrum interpretation methods for objective determination of the quality of given spectra before the database search. Removal of bad quality spectra prior to the database search not only improves throughput, but also reduces the risk of false positive identifications. The challenge is to find the spectral features which could be used to classify spectra into the ones containing valid peptide information or noise only. As the classification system cannot separate the two classes completely, there is inevitably a trade-off between incorporating as many good spectra and removing as many bad spectra as possible.

Previously, Bern et al. (2004) used a set of features in their spectra quality classification to filter MS/MS spectra before identifying them with SEQUEST. They reported achieving the specificity (true positive rate, TNR) of 67–70% at 90% sensitivity (true positive rate, TPR) in binary classification with quadratic discriminant analysis which predicts whether or not SEQUEST can make the peptide identification. Their test data consisted of a known mixture of five proteins processed with an ion trap mass spectrometer, and they considered only those spectra good, which matched the NCBI protein database with one of those proteins, with their known contaminants, or with enzymes used in sample preparation (Bern et al., 2004).

Purvine et al. (2004) used a prefilter with three features for MS/MS spectra classification. One feature addressed the uncertainty in charge state assignments, the second was based on total signal intensity and the third on a signal-to-noise estimate. Excellent results were demonstrated with data produced with an ion trap mass spectrometer. The spectra considered for manual validation were those that were marked ‘bad’ without manual validation. The mass tolerances were 0.3 Da for MS spectra and the default value of 0 for MS/MS spectra.

Recently, Savigskii et al. (2005) complemented the Mascot-output (the M-score) with a database-independent scoring scheme (called S-score), in their test material, the prefiltering based on the maximum length of peptide sequence tag allows for removing 39% of the spectra before database identification phase. Their scoring scheme can also be used to classify Mascot-identified spectra to several reliability classes, and the combined use of the M- and S-scoring schemes provides a 40% improvement in peptide identification as compared to M-scoring alone. However, their approach and subsequent results were strongly dependent on the high mass accuracy provided by the Fourier transform ion trap mass spectrometer.

Data preprocessing filters have also been used to streamline data analysis in studies with automated de novo sequencing. Taylor and Johnson (2001) used the patterns in the predicted ion types, and the accountability of ions greater than the precursor m/z, to reduce the number of candidate sequences. Grossmann et al. (2005) have used preprocessing to distinguish between b- and y-ions and other peaks.

In the present study, we focus on revealing alternative features useful for spectra quality classification, especially in isotope-coded affinity tag (ICAT) experiments. The LC-MS/MS data was acquired using a quadrupole time-of-flight mass spectrometer. We used decision-tree supervised classification techniques to predict the quality of a given spectrum before the database search. The predictions were tested against manual validations performed by a human expert in terms of the receiver operating characteristic (ROC) and cross-validation. In addition to ROC-curves, we report also the results from specific (TPR, TNR)-pairs that allow comparison to the results of Bern et al. (2004).

2 METHODS

2.1 Test material

The mass spectrometric data used in this study were derived from a LC-MS/MS analysis of the ICAT labelled peptide fractions from previously described ICAT experiments (Moulder et al., 2005; Filén et al., 2005). The LC-MS/MS data was produced using a QSTAR™ Pulsar quadrupole time-of-flight mass spectrometer (Applied Biosystems) coupled with a nano-LC instrument (LC-Packings). The data included five repeated analyses from a nine-protein standard mixture, and the analysis of four separate cation-exchange fractions from an applied study of cytokine regulated protein expression in human lymphoblasts (Table 1).

For the purpose of assignment of ‘good’ and ‘bad’ MS/MS spectra, the data were analysed with MS/MS data analysis software ProICAT (version 1.1; Applied Biosystems) and SEQUEST (ThermoFinnigan). For the standard experiment, good spectra were quickly identified by association with the expected components (and contaminants), while performing searches against the full NCBI database with additional searches made against a custom database specifically containing the standard proteins and a reversed database (NCBI human). For the applied study, the data were searched against NCBI human specific database and the ‘good’ spectra were identified by manual validation. The mass tolerances were 0.3 Da for MS spectra and 0.2 Da for MS/MS spectra in ProICAT database searches. For SEQUEST, the tolerances were 0.3 Da for MS spectra and the default value of 0 for MS/MS spectra.

The spectra considered for manual validation were those that were determined to provide peptide identifications with confidence scores >50%, for the ProICAT interpretations, and with Xcor- and ΔCn values ≥1.5 and 0.1, respectively, for the SEQUEST results. The rest of the spectra were marked ‘bad’ without manual validation.

2.2 Spectral features

Bern et al. (2004) used features that measure the total intensity (B1) and intensity balance (B2) of the spectrum, the number of peaks (B3), the total intensity of peaks with water losses (separated by 18 Da, B4), the total intensity of peaks with isotopes (separated by 1 Da, B5), the total intensity of peak pairs with mass gap similar to a known mass gap of an amino acid (B6) and the total intensity of pairs of peaks which have the sum of masses similar to the parent ion mass (B7). They also applied rank-based intensity normalization to the spectra to overcome the problem of varying
mean intensity of peaks in different spectra, which would otherwise make it
difficult to compare the scores between different spectra.

The nine additional features used in the present study can be divided into
two groups. The first three of these measure, global attributes of
the spectrum, such as mean intensity or standard deviation of peak intens-
ities. These features include \( F_1 \)-\( F_3 \). Another type of features was based on
finding specific, local attributes of the spectrum. Peaks with certain
\( m/z \)-values should be present in a valid spectrum, even though their absence
may prohibit a successful identification of the spectrum in the database
search phase. These features were developed according to the guidelines for
manual interpretation (Kinter and Sherman, 2000), and they include \( F_4 \)-\( F_6 \).

\( F_1 \): The average intensity of the peaks in the spectrum:

\[
F_1 = \frac{\sum_{x \in S} I(x)}{n},
\]

where \( n \) is the number of peaks in the spectrum \( S \) and \( I(x) \) is the intensity of a
peak with \( m/z \)-value \( x \). Features \( F_1 \) to \( F_6 \) were calculated after normalizing
the peak intensities of the spectra relative to the highest \( F_1 \)-score of all the
spectra in the dataset.

\( F_2 \): The standard deviation of the peaks in the spectrum.

\[
F_2 = \sqrt{\frac{1}{n-1} \sum_{x \in S} (I(x) - F_1)^2},
\]

The rationale behind this feature is that high variability in peak intensities
increases the likelihood of peaks with larger intensities, corresponding to
ions from amino acids present in the spectrum. A spectrum with low variability
in peak intensities is presumed to contain mostly noise peaks.

\( F_3 \): The total intensity of exceptionally high peaks in the spectrum.
The peak intensities tend to become smaller with increasing masses, and
therefore a simple spectrum-wide threshold is not sufficient for deciding
whether a peak is exceptionally large. Instead, the highest and lowest
\( m/z \)-values of the spectra from the whole dataset are first searched, and
the maximal \( m/z \)-domain is divided into \( m \) regions of equal width \((m =
10 \) in our study). An upper 90% confidence interval level for peak intensity is
calculated for each of these regions. As a result we get \( 10 \times (x, y) \)-pairs of the
form \((m/z \text{ point of the region, } 90\% \text{ confidence interval value in the } \text{region})\).
A \( k \)-degree \((k = 3 \) in our study) polynomial \( g \) is fitted to these points
using the least squares method (Cormen et al., 1990) (Fig. 1). For a given
spectrum, the total intensity of the peaks ranging above this curve constitutes
the feature:

\[
F_3 = \sum_{I(x) > g(x)} I(x).
\]

\( F_4 \): The presence of immonium ions in the spectrum. Most of
the immonium ions can be found from the data produced with the MS-
instrument used in the production of our test material. The maximum number
of immonium ions present in a spectrum depends on the amino acid
composition and precursor mass of the peptide. If we denote by \( M(x) \) the mass of
ion \( x \), then the lower bound of the maximum numbers of these peaks is
calculated as:

\[
\text{lower bound} = \frac{M(\text{precursor})}{\max(M(x))},
\]

where \( \max(M(x)) \) is the mass of the immonium ion with the largest mass. The
upper bound is calculated in a similar way using the amino acid with the
lightest immonium ion. The final value of this feature is given by:

\[
F_4 = \begin{cases} 
\frac{1}{n} \sum_{x \in S} (I(x) - F_1)^2, & \text{if lower bound} \leq n \leq \text{upper bound} \\
\frac{n}{n}, & \text{if } n > \text{upper bound} \\
\frac{n}{n}, & \text{if } n < \text{lower bound}
\end{cases}
\]

The feature will give a maximum score of 1, if there is a maximal number
of immonium ions in the spectrum.

\( F_5 \): The total intensity of peaks resulting from the ICAT-reagent. When
fragmenting ICAT-labelled peptides the ICAT-reagent fragments from the
peptide producing characteristic ions.

\( F_6 \): The total intensity of peptide \( y_1 \)-ion peak. This peak has either \( m/z \)-
value 147 (lysine-containing peptides) or 175 (arginine-containing peptides),
and one of them is usually present in the spectrum if it contains a tryptic
peptide sequence. If both are present, the sum of these is used.

\( F_7 \): The total intensity of the precursor peak. The hypothesis here is that
a spectrum, which contains a peptide sequence also contains a peak corres-
ponding to the precursor ion.

\( F_8 \): The total intensity of ions \( y_{n-2}, b_2 \) and \( b_{n-1} \). These are ions whose
position can be easily computed, and whose presence may suggest, that a
peptide sequence is present in the spectrum. The \( b_2 \)-ion can be found by
looking for a \((b_2, a_2)\)-ion pair separated by 28 Da (Kinter and Sherman, 2000).
Having found the \( b_2 \)-ion, it is easy to calculate \( M(b_2) \) from \( M(b_{n-1}) \) by deducting
the \( b_2 \)-ion, and then calculating \( M(b_{n-1}) \) by deducting \( M(y_1) \) from \( M(b_{n-1}) \).

\( F_9 \): A score based on the mass-ladder, a preliminary peptide sequence,
built using rank-normalized peaks of the spectrum as suggested by Bern et al.
(2004). Rank normalization of the peaks gives rank 1 to the peak with the
largest intensity, rank 2 to the second largest, etc. Hence, the number
of peaks in the sequence can be controlled by setting the parameters of this
normalization method appropriately (150 largest peaks were used in this
study). The starting point of the sequence can be calculated using either the
\( y_{n-2} \)-ion with mass gap \( M(y_{n-2}) - M(y_1) \) or the \( b_2 \)-ion with mass gap
\( M(b_{n-1}) - M(b_2) \). The sequence can then be constructed by trying to add new
amino acids into it, and checking whether

\[
\begin{array}{c}
\sum_{x \in S} (I(x) - F_1)^2, \\
\frac{n}{n}, \\
\frac{n}{n},
\end{array}
\]

\[
\begin{array}{c}
\frac{1}{n} \sum_{x \in S} (I(x) - F_1)^2, \\
\frac{n}{n}, \\
\frac{n}{n},
\end{array}
\]

\[
\begin{array}{c}
\frac{1}{n} \sum_{x \in S} (I(x) - F_1)^2, \\
\frac{n}{n}, \\
\frac{n}{n},
\end{array}
\]
the corresponding peaks can be found in the rank-normalized spectrum. The isotopic structure of the peaks in the non-normalized spectrum is taken into account when deciding whether a peak is noise or produced by an amino acid ion. Normally, this kind of naïve de novo-sequencing is too slow for practical use. However, as we are not trying to produce an exact and complete result, but rather to get a crude estimation whether a spectrum has a clear peptide sequence structure in it, this is sufficient. The feature equals the number of ions that could be added to the sequence plus 0.5 points for each ion in the sequence that could also be found in the immonium ions of the spectrum. If the sequence is completed (the mass of the sequence equals mass gap), then the score is increased by 10 points. It is also possible to use a cut-off value for the sequence length to avoid using too much time in the building of long sequences (cut-off value of 5 was used in this study).

### 2.3 Classification methods

Supervised classification methods were used to distinguish the two spectra classes ‘good’ or ‘bad’ as assessed by manual validation (see Section 2.1). We used decision tree techniques, including C4.5 (Quinlan, 1993) and Random Forest (Breiman, 2001). Decision trees operate by selecting splits in the data at some feature values, which are thought to provide the best classification. The resulting groups are then split again recursively to provide smaller groups such that each group contains finally members of one class only. The final tree thus contains nodes which correspond to features and arcs which in turn correspond to values of those features.

The C4.5 algorithm can handle continuous feature values and it can also prune subtrees to avoid over-fitting. A Random Forest is a set of trees, which have been trained with independent randomized subsets of the training dataset. The class membership of a new sample is determined by all these decision trees and the class obtaining the majority of votes is considered as the final classification. For all the classification and feature selection tasks with these two methods, we used the classification software package WEKA (Witten and Frank, 2000).

### 2.4 Testing procedure

Classification experiments were performed with our proposed features and with the features $B_1$ to $B_7$ of Bern et al. (2004), both normalized to [0,1] before classification. Errors were determined with 10-fold cross-validation, where the dataset is first divided into 10 parts $D_1, \ldots, D_{10}$, and each part $D_i$ was in turn used as the test set while the other nine parts $D_j, j \neq i$ were used as the training set. Classification error was then estimated according to the 10 test sets.

The results of the classification experiment are displayed as ROC-curves which show the relationship between true positive rate (TPR, the proportion of ‘good’ spectra judged by the algorithm to be good) and false positive rate (FPR, the proportion of ‘bad’ spectra judged by the algorithm to be good), along with the area under curve (AUC), which gives the area under the ROC-curve. In the case of optimal performance TPR = 1, FPR = 0 and AUC = 1.

Another way of reporting the classification results involves selecting the most useful features using Random Forest and RankSearch algorithms in WEKA. RankSearch is a forward attribute selection search method, which starts from an empty set of features and adds new ones if they benefit the classification model in terms of a smaller classification error.

### 3 RESULTS

#### 3.1 Quality classification

The ROC-curves for the classification are shown in Figure 2 separately for each of the 10 different datasets, when using the Random Forest classifier. The closer the ROC-curve is to the upper-left corner the better the classifier. The corresponding AUC and the FPR at 0.9 TPR-level are shown in Table 2. A FPR of 0.25 means that 75% of the bad spectra are filtered out before identification phase while at the same time losing 10% of the good spectra.

For C4.5 the results were very much similar to those of Random Forest, but they are somewhat worse in all the tests for both the features of the present study and those of Bern et al. (2004). The rules used by the C4.5 algorithm in classifying the spectra are reported as supplementary information to provide information on the values of features used in separating the two classes (http://staff.cs.utu.fi/staff/jussi.salmi/C4_5_rules.pdf).

As can be seen from Figure 2 and Table 2, the proposed features performed better in all the cases except with the SEQUEST-analysed fraction 17, but even there the AUC result was better than with features of Bern et al. (2004). As expected, the combined classification with all the features $B_1$ to $B_7$ and $F_1$ to $F_9$ was the best in most cases. In some cases, the features $F_1$ to $F_9$ alone performed marginally better, which is quite normal for decision trees, because the extra features can complicate the tree branching and provide contradictory information.

There was no clear difference between the results for the standard protein mixture and the lymphoblast study. From the analysed fractions, 19 were classified best by our system. Fraction 16 contained much less valid spectra than the other fractions. Differences between the SEQUEST and ProICAT-analysed test materials were only marginal, but consistently ProICAT-analysed results gave slightly better correspondence with our features (Table 2).

#### 3.2 Feature selection

In order to test the importance of the considered features, feature selection was performed for $B_1$ to $B_7$ and $F_1$ to $F_9$. The results are shown in Table 3, which contains the features used by the Random Forest decision tree each time during the 10-fold cross-validation of the attribute selection.

Attribute $F_3$ was the most frequently used attribute; it was used every time the decision tree was constructed for each dataset. Feature $F_9$ was among the best features with 7 times, $B_7$ 5 times and $F_1$ and $F_2$ 4 times. Feature $F_3$ is similar to feature $B_7$, as they both try to confirm the presence of a valid peptide mass-ladder in the spectrum. However, $B_7$ was used more frequently, so it probably provides a better estimation.

All the data represent ICAT-labelled samples, and therefore feature $F_5$, which uses the known peaks resulting from the ICAT-reagent is feasible here. The compared method of Bern et al. (2004) did not presume the sample to be ICAT-labelled. However, the feature $F_5$ was only among the best features with just two datasets (1 and 10) and therefore it is not likely to be very important for the classification.

### 4 DISCUSSION

In the present study, we have considered the problem of filtering out poor quality MS/MS spectra to reduce the time needed for identifying the proteins from a complex biological sample. The spectral features and the classification methods were tested on real-life data and compared to the results of Bern et al. (2004). The results showed that the prefilter can benefit the data analysis pipeline by reducing the number of spectra, which should otherwise be manually validated after the identification phase. The amount of time spent in database searches is reduced, since it is linearly proportional to the number of spectra. Also de novo-sequencing algorithms should...
perform faster and more reliably after the removal of bad spectra from the data.

The total intensity of high peaks in a spectrum (feature $F_3$) proved to be a useful measure of spectral quality, as well as the presence of a peptide sequence terminus peak ($F_6$), the precursor peak ($F_7$), and a pair of peaks together forming the mass of the precursor peak ($B_7$) as also suggested by Bern et al. (2004). Nevertheless, we recommend using all the features $F_1$ to $F_9$ when filtering spectra, because each of them were among the best features for some test material (Table 3). Combining also the features of Bern et al. provided more reliable results in general.

There are some possible explanations for the observed discrepancy between our classification results and those of Bern et al. (2004). First, differences between the types of mass spectrometers used may have contributed to differences in the MS/MS data. The data used by Bern et al. (2004) were acquired using an ion-trap instrument, whereas our data were generated using a quadrupole time-of-flight instrument. Secondly, the methods for the data classification and validation are different. Bern et al. (2004) used the SEQUEST results directly as the basis for data classification, whereas we combined manual validation to the interpretation of our ProICAT and SEQUEST results.

Figure 3 shows SEQUEST Xcorr-score distributions for the manually validated ‘good’ and ‘bad’, as well as for the filtered and unfiltered spectra from material 5. It can be seen, that manual validation agrees well with the Xcorr-score, and that filtering keeps the spectra with the highest Xcorr-scores, although it also keeps many spectra with low Xcorr-scores. Similar distributions of the scores of ‘good’ and ‘bad’ spectra would be expected if the data analyses has been made with Mascot; Mascot analysis was made for this same test material, and the distribution of ion scores is shown in the Supplementary figure.
In the work of Purvine et al. (2004), some excellent results were produced with ion-trap data using filtering features based on charge state assignments and intensities. Whilst ambiguity in charge assignment is a less common problem with data from quadrupole time-of-flight instruments, inclusion of such a feature would be valuable addition for a generic data processing tool.

At a more general level, the scripts mzStar (Pedrioli et al., 2004) and wiff2dta (Boehm et al., 2004), which are used to convert QStar *.wiff data files to the generic mzXML format, and convert QStar data to a SEQUEST searchable format, respectively, include features that permit data refining by centroiding and the removal of peaks with intensity less than a chosen threshold. At the time of this study we found that these features did not provide satisfactory results with mzStar, and we did not pursue the use of wiff2dta due to compatibility problems with our data analysis pipeline. We have since learned that the recently released version (December 2005) of the latter script should solve these compatibility problems.

Although in recent years a number of algorithms have been developed for database searching and post-processing of the search results, only a limited effort has been devoted to the preprocessing of MS/MS spectra prior to searching. The presence of un-interpretable spectra and those not derived from peptides does, however, increase the burden of computer time and post processing validation. Accordingly, the understanding of the sources of noise and the development of filtering methods are useful in the streamlining of data analysis. The integration of the different, pre- and post-analysis phases of proteomic data analysis into a complete analysis framework will assist efficient large-scale proteomic studies.
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Table 2. A summary of test results with Random Forest classifier

<table>
<thead>
<tr>
<th>Test material</th>
<th>FPR (TPR ≈ 0.90)</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Our</td>
<td>Bern</td>
</tr>
<tr>
<td>SEQUEST-analysed test material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.33</td>
<td>0.41</td>
</tr>
<tr>
<td>3</td>
<td>0.57</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>0.52</td>
<td>0.60</td>
</tr>
<tr>
<td>7</td>
<td>0.25</td>
<td>0.52</td>
</tr>
<tr>
<td>9</td>
<td>0.40</td>
<td>0.58</td>
</tr>
<tr>
<td>ProICAT analysed test material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.30</td>
<td>0.43</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>0.46</td>
</tr>
<tr>
<td>6</td>
<td>0.42</td>
<td>0.53</td>
</tr>
<tr>
<td>8</td>
<td>0.29</td>
<td>0.51</td>
</tr>
<tr>
<td>10</td>
<td>0.34</td>
<td>0.45</td>
</tr>
</tbody>
</table>

‘Our’ column shows the results with the proposed features F₁ to F₉, ‘Bern’ column with the features B₁ to B₇ by Bern et al. (2004) and the ‘Combined’ column shows the results with the features combined. The FPR- and AUC-values correspond to the panels 1–10 in Figure 2. To provide easier comparison with the previous results of Bern et al., we used the same level of good spectra by fixing TPR at 90%.

Table 3. The features selected by the Random Forest decision tree in each 10-fold cross-validation step

<table>
<thead>
<tr>
<th>Test material</th>
<th>Selected features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>F₂, F₃, F₅, F₆, F₇, B₇</td>
</tr>
<tr>
<td>2</td>
<td>F₃</td>
</tr>
<tr>
<td>3</td>
<td>F₁, F₃</td>
</tr>
<tr>
<td>4</td>
<td>F₃, B₃, B₇</td>
</tr>
<tr>
<td>5</td>
<td>F₁, F₃, F₇, F₆, B₇</td>
</tr>
<tr>
<td>6</td>
<td>F₁, F₃, F₆, F₉, B₁, B₅, B₇</td>
</tr>
<tr>
<td>7</td>
<td>F₃, F₆, F₇, B₆, B₇</td>
</tr>
<tr>
<td>8</td>
<td>F₃, F₆, F₉, B₅</td>
</tr>
<tr>
<td>9</td>
<td>F₁, F₃, F₆, F₉, B₁, B₂</td>
</tr>
<tr>
<td>10</td>
<td>F₃, F₆, F₇, F₉, B₁, B₂, B₃</td>
</tr>
</tbody>
</table>

In the work of Purvine et al. (2004), some excellent results were produced with ion-trap data using filtering features based on charge state assignments and intensities. Whilst ambiguity in charge assignment is a less common problem with data from quadrupole time-of-flight instruments, inclusion of such a feature would be valuable addition for a generic data processing tool.

At a more general level, the scripts mzStar (Pedrioli et al., 2004) and wiff2dta (Boehm et al., 2004), which are used to convert QStar *.wiff data files to the generic mzXML format, and convert QStar data to a SEQUEST searchable format, respectively, include features that permit data refining by centroiding and the removal of peaks with intensity less than a chosen threshold. At the time of this study we found that these features did not provide satisfactory results with mzStar, and we did not pursue the use of wiff2dta due to compatibility problems with our data analysis pipeline. We have since learned that the recently released version (December 2005) of the latter script should solve these compatibility problems.

Although in recent years a number of algorithms have been developed for database searching and post-processing of the search results, only a limited effort has been devoted to the preprocessing of MS/MS spectra prior to searching. The presence of un-interpretable spectra and those not derived from peptides does, however, increase the burden of computer time and post processing validation. Accordingly, the understanding of the sources of noise and the development of filtering methods are useful in the streamlining of data analysis. The integration of the different, pre- and post-analysis phases of proteomic data analysis into a complete analysis framework will assist efficient large-scale proteomic studies.
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