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ABSTRACT

Motivation: An important step in analyzing expression profiles from microarray data is to identify genes that can discriminate between distinct classes of samples. Many statistical approaches for assigning significance values to genes have been developed. The Comparative Marker Selection suite consists of three modules that allow users to apply and compare different methods of computing significance for each marker gene, a viewer to assess the results, and a tool to create derivative datasets and marker lists based on user-defined significance criteria.

Availability: The Comparative Marker Selection application suite is freely available as a GenePattern module. The GenePattern analysis environment is freely available at http://www.broad.mit.edu/genepattern

Contact: jgould@broad.mit.edu

1 INTRODUCTION

When analyzing genome-wide transcription profiles from microarray data, the first step is often to identify genes that can discriminate between distinct classes of samples (usually defined by a phenotype, such as tumor or normal). This process is commonly referred to as marker (or feature) selection. Many statistical approaches have been developed to estimate the significance of marker genes. The Comparative Marker Selection suite implements many of these approaches, and provides visualization tools for easy comparison of the results that are generated. The suite consists of three modules in the GenePattern (Reich et al., 2006) analysis environment and includes (1) an analytic module that computes the statistical significance of each gene, and includes several methods of correcting for multiple hypothesis testing (MHT), (2) a visualization module to aid in the evaluation of the analytic module results, and (3) a utility module to create derivative datasets and marker lists based on user-defined significance criteria. Complete documentation for GenePattern is provided on the GenePattern website. Additionally, each module in the GenePattern environment contains detailed documentation. We also provide default settings for all module parameters.

2 ANALYTIC MODULE

The analytic module takes as input a dataset of expression profiles from samples belonging to two phenotypes. Either two-channel (cDNA) or absolute value (Affymetrix) data can be used as input to the module and any missing values can be imputed (see FAQ on the GenePattern website). If a dataset contains multiple phenotypes, then there is the option to perform all pairwise comparisons or all one-versus-all comparisons. A test statistic (e.g. t-test) is chosen to assess the differential expression between the two classes of samples. Note that technical and biological replicates are handled the same way as independent samples. The significance (nominal P-value) of marker genes is computed using a permutation test, which is a commonly used method for assessing the significance of marker genes. Permutation tests have the advantage of not assuming a parametric underlying distribution of expression values, and importantly they preserve gene–gene correlations which affect some measurements of significance. To construct a distribution of the test statistic, under the null hypothesis of no differential expression, phenotype labels are randomly re-assigned to samples and the test statistic is recomputed for the relabeled dataset. This procedure is repeated for a given number of relabelings to yield the empirical null. It should be noted that the total number of possible exhaustive permutations is a function of the number of samples in each class (for example given 20 samples, 10 of each class, the total number of distinct permutations is \( \frac{20!}{10!10!} \)). The minimum number of permutations necessary is a function of the number of hypotheses tested and the number of rejected hypotheses we expect. In most cases, we suggest a minimum of 10 samples per class. When the total number of permutations is not large enough to estimate a sufficiently accurate P-value, the module provides the option of computing asymptotic P-values based on the t-test. In addition to reporting the nominal P-value, we also report the estimated 95% confidence intervals for the nominal P-value to assess P-value accuracy. We also include an option to perform all possible relabelings to obtain exact P-values.

Selecting class markers is a particular instance of the general MHT problem. Since several thousand hypotheses are usually tested at once, the nominal P-values have to be corrected to account for the increased number of potential false positives. For example, if we test 20 000 genes for differential expression, a nominal P-value threshold of 0.01 would only ensure that the expected number of false positives is <200 (0.01 * 20 000).

One approach to adjusting for MHT is to control the false discovery rate (FDR), the expected fraction of false positives among all genes reported as significant. In most cases, controlling the FDR is sufficient because the purpose of most microarray investigations is to generate hypotheses for further study. The FDR cut-off level controls the fraction of false leads that the user is willing to tolerate. We include two methods for computing the FDR: the BH procedure developed by Benjamini and Hochberg (1995) and the q-value method of Storey and Tibshirani (2003). The BH procedure gives a more conservative estimate of the FDR than the
q-value. The q-value attempts to gain its extra power from estimating $\pi_0 (0 \leq \pi_0 \leq 1)$ the fraction of true null hypotheses among all tested hypotheses (the BH procedure always assumes $\pi_0 = 1$). When this fraction is large, which is the case for many microarray experiments in which we test thousands of genes of which we expect very few to be differentially expressed, little advantage is gained by using the q-value. However, if we expect a large proportion of the tested genes to be differentially expressed, the q-value might allow for the reduction of false negatives when compared with the BH method. We include a plot of the $\pi_0$ estimate versus the tuning parameter $\lambda$ to evaluate the accuracy of the final $\pi_0$ estimate.

When a more conservative approach is required, we suggest controlling the family-wise error rate (FWER), the probability of having at least one false positive. For example, the FWER may be preferred when further investigation of any false positive is costly. We include three methods for controlling the FWER. The Bonferroni method is the most conservative, followed by the empirical FWER and the maxT procedure (Westfall and Young, 1993).

Sometimes data contain extraneous variables that are not accounted for in the design of the experiment and that can distort the results. For example, selecting markers that distinguish tumor from non-tumor samples might lead to incorrect results if some of the samples are male and some are female. We provide the option to control for these confounding phenotypes by providing a restricted permutations (Good, 1994; Lu, 2005) option, in which the class labels are shuffled only within each confounding phenotype. In the example in which gender is the confounding phenotype, we can restrict the permutations so that female non-tumor labels are only permuted with female tumor labels and male non-tumor labels are only shuffled with male tumor labels.

**VISUALIZATION AND UTILITY MODULES**

The visualization portion of the suite provides a framework for assessing the results from the analytic module. The module includes interactive histograms used to determine null distributions for each measure of significance. Additionally a plot of the test statistic rank versus the test statistic is included, which is useful for visualizing the number of features that are upregulated in each class (Figure 1). Pairwise comparison of different significance measures can be plotted to help users assess the relative stringency of the selected hypothesis rejection criteria. Users can visually inspect the profiles of each feature across each sample in a heat map or expression profile format.

Users can view features that pass selected filtering criteria and create derivative datasets and features lists from these filtered features. For example, a user can extract all genes that have a q-value <0.1 and save the corresponding dataset and marker list. We include a utility module to automate this function. All the plots in the viewer are dynamically updated to include only the features that pass the selected filtering criteria.

The annotation of features is provided by two mechanisms. Affymetrix probe set identifiers can be interactively annotated from genomic databases such as GenBank, UniGene, SwissProt, LocusLink and Gene Ontology using the GeneCruiser Web service (Liefeld et al., 2005). Users can also enter their own annotations of features and view these annotations via a color-coding mechanism.
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