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ABSTRACT
An important but difficult problem in proteomics is the identification of post-translational modifications (PTMs) in a protein. In general, the process of PTM identification by aligning experimental spectra with theoretical spectra from peptides in a peptide database is very time consuming and may lead to high false positive rate. In this paper, we introduce a new approach that is both efficient and effective for blind PTM identification. Our work consists of the following phases. First, we develop a novel tree decomposition based algorithm that can efficiently generate peptide sequence tags (PSTs) from an extended spectrum graph. Sequence tags are selected from all maximum weighted antisymmetric paths in the graph and their reliabilities are evaluated with a score function. An efficient deterministic finite automaton (DFA) based model is then developed to search a peptide database for candidate peptides by using the generated sequence tags. Finally, a point process model—an efficient blind search approach for PTM identification, is applied to report the correct peptide and PTMs if there are any. Our tests on 2657 experimental tandem mass spectra and 2620 experimental spectra with one artificially added PTM show that, in addition to high efficiency, our ab-initio sequence tag selection algorithm achieves better or comparable accuracy to other approaches. Database search results show that the sequence tags of lengths 3 and 4 filter out more than 98.3% and 99.8% peptides respectively when applied to a yeast peptide database. With the dramatically reduced search space, the point process model achieves significant improvement in accuracy as well.

Availability: The software is available upon request.
Contact: (chunmei,cai)@cs.uga.edu

1 INTRODUCTION
It is a challenging problem to determine the amino acid sequence of a protein peptide from a tandem mass spectrum. The problem becomes more difficult when the spectrum contains post-translational modifications (PTMs). Existing computational methodologies for solving this problem can be classified into two major categories: database search based approaches and de novo peptide sequencing. Database search based tools such as SEQUEST (Eng et al., 1994) and Mascot (Perkins et al., 1999) compare a query spectrum with spectra from peptide sequences in a database and output those with high correlation scores as sequencing candidates.

When the query spectrum contains PTMs, it becomes very difficult to select the correct peptide sequence since calculation becomes prohibitively slow, due to the enumeration and scoring of all possible modifications for each peptide from the database. In contrast, de novo sequencing methods (Chen et al., 2001; Danckik et al., 1999; Fernandez et al., 1995; Han et al., 2005; Hines et al., 1992; Liu et al., 2006; Ma et al., 2003; Searle et al., 2004; Taylor et al., 2001; Yan et al., 2005) aim to infer a peptide sequence from its spectrum directly without looking up a protein database. However, the accuracy of de novo sequencing is highly sensitive to the quality of the input spectrum. Usually it cannot infer a full length peptide sequence due to missing peaks, which consequently limits its application in practice.

Most of existing approaches (Perkins et al., 1999; Tanner et al., 2005; Wilkins et al., 1999; Yates et al., 1995) for identifying PTMs assume a limited set of modification types. These modification types can be modeled with pseudo amino acids; approaches developed for spectra free of PTMs can thus be directly applied to those with PTMs. However, spectra with unknown types of modifications may be erroneously processed with this method. Recently, a few approaches have been proposed for blind PTM identification (Tsurt et al., 2005; Yan et al., 2006). In particular, (Tsurt et al., 2005) proposes a dynamic programming algorithm to solve this problem. Alternatively, (Yan et al., 2006) introduces a point process model to process a spectrum, in which all possible optimal alignments between two spectra are obtained feasibly by computing the correlation of their corresponding processes. Both approaches are effective and able to detect unknown types of modifications. However, due to the large size of the search space, the optimal spectral alignment may be very time consuming and both approaches may suffer high false positive rate and computing inefficiency.

Recently, the idea of database filtration based on peptide sequence tags has been introduced to speed up peptide database search (Frank et al., 2005a; Tabb et al., 2003). For example, GutenTag (Tabb et al., 2003), which is based on a fragmentation model, generates many short sequence tags that are possibly contained in the peptide for a spectrum and compares the spectrum with ones from peptide sequences in a database that contain at least one of the selected tags. PepNovo (Frank et al., 2005a, b) evaluates the reliability of sequence tags on de novo sequencing results with a machine learning based approach and uses high reliable sequence tags to filter out most of the peptide sequences in a peptide database. With the reduced search space, the correct peptides can thus be
identified efficiently with the conventional database search methods. Apparently, the methodology of combing de novo peptide sequencing and database search can dramatically improve the efficiency of peptide identification without sacrificing too much sensitivity. It thus may represent a promising approach for rapid and reliable peptide identification. However, the presence of PTMs significantly increases the difficulty of both de novo sequencing and database search. It is unclear what performance of these tools could be for generating correct peptide sequence tags and further finding out the correct PTMs through database search, in the presence of PTMs.

In this paper, we introduce an ab initio approach to sequence tag selection, which when further combines with the point process model (Yan et al., 2006) yields an efficient and accurate method for blind PTM identification. We have observed from our previous work (Liu et al., 2006) that the sequence tags can be selected from the maximum weighted antisymmetric path in a spectrum graph. Due to missing peaks or the shift of peaks in a spectrum that contains PTMs, a de novo sequencing algorithm may not be able to find a fully connected antisymmetric path that explains the spectrum. Nevertheless, it is possible to find all maximum weighted antisymmetric paths between certain pairs of vertices in the spectrum graph to obtain partial knowledge of the amino acid sequence of the spectrum. To efficiently implement this idea, we propose a novel tree decomposition based algorithm that can efficiently and effectively find all maximum weighted antisymmetric paths in a spectrum graph. We use the notion of extended spectrum graph that contains additional edges to describe the relationships between pairs of complementary vertices. Such a graph can deal with spectra with the presence of both b-ions and y-ions and ensure the antisymmetric property of the paths.

The algorithm has two major components. The fundamental component computes the maximum weighted antisymmetric paths connecting each pair of vertices contained in each tree node from a tree decomposition of the spectrum graph. Different tree decompositions are then generated from the fundamental component to find all maximum weighted antisymmetric paths between certain pairs of vertices. The time complexity of the algorithm is O(6^m)(n + m), where t is the tree width of the tree decomposition and is usually small, n is the number of peaks in the spectrum, and m is the number of maximum weighted antisymmetric paths. Sequence tags (Frank et al., 2005a, b) are then selected from all maximum weighted antisymmetric paths and their reliabilities are evaluated with a score function.

We implemented our algorithm and applied it to PTM identifications. We first generated sequence tags from 2657 experimental yeast spectra downloaded from the Open Proteomics Database (OPD) (Prince et al., 2004). We compared the accuracy of the sequence tags with those generated by the popular tool PepNovo. Our experiments show that our ab initio tag generation algorithm is significantly faster than PepNovo with comparable accuracies. We then manually added PTMs to 2620 spectra from the same data set and used our program to generate sequence tags and filter a yeast peptide database with a deterministic finite automaton (DFA) based model. The point process blind search model was then applied to the selected candidate peptides to identify the PTMs. Our experiments on the spectra with PTMs show that, compared with the results without database filtration, this combined approach can achieve significantly improved accuracy with 10 times and 80 times of speedups using the filtration of sequence tags of lengths 3 and 4 respectively.

2 MODELS AND ALGORITHMS

2.1 Extended spectrum graph and sequence tag selection problem

Although a spectrum may contain a few different types of ions, there are two mostly common ion types: N-terminal ions and C-terminal ions. For simplicity, we use b-ions and y-ions to represent them respectively. We assume \( S = \{s_1, s_2, \ldots, s_m\} \) to be an experimental spectrum with complementary ions added if they are missing in the original experimental spectra. The possible mass values for the partial peptide for a peak \( s_i \) in the spectrum \( S \) form a set \( V_i = \{s_i + \delta_1, s_i + \delta_2, \ldots, s_i + \delta_k\} \), where \( \delta_k \) is the mass offset of ion \( i \) in the form of ion type \( k \). Each of the mass values in \( V_i \) can be represented with a graph vertex and a vertex set \( V = \{v_0\} \cup \bigcup_{i=1}^{m} V_i \cup \{v_e\} \) can thus be generated for \( S \), where \( v_0 \) and \( u_e \) are two additional vertices with zero mass and the parent peptide mass respectively. A spectrum graph (Dancik et al., 1999) can be constructed upon \( V \) by connecting a directed edge from \( u \) to \( v \) if the mass difference between them is the mass of a single amino acid and the mass of \( u \) is less than that of \( v \). \( u \) is an in-neighbor of vertex \( v \) and \( v \) is an out-neighbor of vertex \( u \).

Based on a stochastic model for ions and peaks in a spectrum, vertices and edges in a spectrum graph can be assigned weights. Traditional approaches for de novo sequencing determine the amino acid sequence of a peptide by finding the maximum weighted path in the spectrum graph that connects \( v_0 \) and \( v_e \). However, since a valid sequencing path only contains either b-ions or y-ions, it is necessary to identify pairs of vertices that cannot appear in the same sequencing path. A pair of vertices are complementary if a sequencing path can contain at most one of them. A path in a spectrum graph is antisymmetric if it contains at most one vertex from each pair of complementary vertices. A valid sequencing path is thus the maximum weighted antisymmetric path that connects \( v_0 \) and \( v_e \). To address this issue, in addition to the directed edges in a spectrum graph, we also connect complementary vertices in the spectrum graph with undirected edges, yielding an extended spectrum graph (Liu et al., 2006). We show later in the paper that these undirected edges are important to ensure the antisymmetry of the paths found by our algorithm. Figure 1(a) through (c) show the spectrum of a short peptide and an de novo antisymmetric sequencing path contained in the corresponding extended spectrum graph.

For most of the spectra that contain PTMs, an antisymmetric path that connects \( v_0 \) and \( v_e \) may not exist in each of the corresponding spectrum graphs. As an example, Figure 1(b)(d) show a shift of peaks and the spectrum graph of the peptide with a PTM on one of its amino acids. However, we observe that parts of the amino acid sequence of the peptide can be obtained from maximum weighted antisymmetric paths between certain pairs of vertices. A path \( P \) in a spectrum graph is maximum weighted nitsymmetric if it satisfies the following constraints:

1. \( P \) is antisymmetric,
2. if \( u, v \) are the two ends of the path, any antisymmetric path \( P_i \) that connects \( u \) and \( v \) has a weight no larger than that of \( P \),
2.2 Tree decompositions and path finding

Definition 2.1 (Robertson et al., 1986) Let \( G = (V, E) \) be a graph, where \( V \) is the set of vertices in \( G \), \( E \) denotes the set of edges in \( G \). Pair \((T, X)\) is a tree decomposition of graph italic \( G \) if it satisfies the following conditions:

1. \( T = (I, F) \) defines a tree, the sets of vertices and edges in \( T \) are \( I \) and \( F \) respectively.
2. \( X = \{X_i \mid i \in I, X_i \subseteq V\} \), and \( \forall u \in V, \exists i \in I \) such that \( u \in X_i \),
3. \( \forall (u, v) \in E, \exists i \in I \) such that \( u \in X_i \) and \( v \in X_i \),
4. \( \forall i, j, k \in I, \text{ if } k \text{ is on the path that connects } i \text{ and } j \text{ in tree } T, \text{ then } X_i \cap X_j \subseteq X_k \).

The tree width of the tree decomposition \((T, X)\) is defined as \( \max_{i \in I} |X_i| - 1 \). The tree width of the graph \( G \) is the minimum tree width over all possible tree decompositions of \( G \).

As shown in Figure 2(a)(b), tree decomposition provides a new topological view on a graph. Based on a tree decomposition of a graph, many NP-hard optimization problems can be efficiently solved with a generic dynamic programming framework (Arnborg et al., 1989). In this framework, partial optimal solutions on subgraphs induced by vertices contained in subtrees can be extended and combined to obtain optimal solutions for larger subgraphs. In particular, partial optimal solutions can be combined with an exhaustive search performed only on vertices contained in a single tree node. The computation time needed by such a dynamic programming approach is thus dominantly determined by the tree width of the tree decomposition. Our testing results on 2657 experimental spectra show that the tree widths of extended spectrum graphs are generally around 5, which is sufficiently small for designing an efficient algorithm based on this framework.

The path-finding algorithm is based on the tree decompositions of the extended spectrum graph. The core part of the algorithm consists of two major components. In particular, in a given tree decomposition, the fundamental component finds the maximum weighted antisymmetric paths that connects each pair of the vertices contained in each tree node. To find all maximum weighted antisymmetric paths connecting certain pairs of vertices in the graph, the algorithm generates different tree decompositions and applies the procedure of the fundamental component to each of them. The overall time complexity of the algorithm is \( O(6^n(n + m)) \), where \( n \) is the tree width, \( n \) is the number of vertices in the spectrum graph, and \( m \) is the number of maximum weighted antisymmetric paths in the spectrum graph.

2.2.1 The Fundamental Component

The algorithm arbitrarily selects a tree node as the root of a tree decomposition and maintains a dynamic programming table for each tree node. It then proceeds from leaves of the tree to the root to fill in all the dynamic programming tables. The table for each tree node stores the weight of the partial maximum weighted antisymmetric path connecting each pair of vertices in the tree node.

For a tree node with \( t \) vertices, the dynamic programming table contains \( 2t + 1 \) columns, of which the first \( t \) columns store the selection of each vertex in the node to form a subpath and the other \( t - 1 \) columns are used to store the connection state between each pair of consecutive selected vertices in the tree node. Two additional columns \( V \) and \( L \) store the valid bit and the maximum weight of the partial antisymmetric path associated with a combination of selections and connection states in the same table entry respectively.

The selection value of a vertex in a tree node is 1 if it is selected to be in the partial optimal path and 0 otherwise. The value of a connection state could be one of the integers in set \{0, 1, ..., \( l \)\}, where \( l \) is the number of children of the tree node. The connection state for a pair of consecutive selected vertices in the tree node is 0 if they are contiguous in the path and is \( i \) (\( i > 0 \)) if the vertices on the path between the pair of vertices are covered by the subtree rooted at the \( i \)th child. The number of possible combinations of selections and connection states can thus be up to \((2(l + 1))^l \). However, since we can remove tree nodes with more than two children by generating extra tree nodes, the table for a tree node with \( t \) vertices may contain up to \( 6^t \) entries. The valid bit for a given entry is set to be 1 if there exists a partial antisymmetric path that follows the combination of selections and connection states in the entry.

To determine an entry in the table for a leaf node, the algorithm exhaustively enumerates and directly computes the validity and the maximum path weight for every possible combination of...
Fig. 3. A tree decomposition and its corresponding dynamic programming tables. The algorithm follows a bottom-up fashion starting with the leaf tree nodes. When computing the dynamic programming tables for an internal node $X_i$, the tables of its child nodes $X_i$ and $X_j$ need to be queried to compute the validity ($V$), the maximum path weight ($L$) and the extendibility ($E$) of a given entry in the table for $X_i$; vertex $u$ is added to each tree bag to compute all the maximum weighted antisymmetric paths that start with it.

selections and connection states for vertices in the node. For an internal node, the algorithm refers to the tables of its children to determine the validity and the maximum path weight for each of its table entries. Figure 3 provides an example for computing the table entries for an internal node $X_i$. The computation time needed by the algorithm is $O(6^n)$, where $t_i$ is the width of the tree decomposition and $n$ is the number of vertices in the graph. Due to space constraint, we refer the reader to our previous paper (Liu et al., 2006) for details.

2.2.2 Finding all maximum weighted antisymmetric paths The fundamental component can only compute the maximum antisymmetric paths between vertices that are included in at least one tree node. Further processing is thus needed to find all maximum weighted antisymmetric paths in the spectrum graph. For each vertex $u$ in the spectrum graph, a new tree decomposition can be constructed by including $u$ in all the tree nodes in the original tree decomposition. $n$ different tree decompositions are thus generated.

To guarantee that the paths found by the algorithm satisfy the constraints of being maximum weighted antisymmetric, we further modify the previously described fundamental component. Specifically, as shown in Figure 3, one additional column $E$ is added to each dynamic programming table to indicate whether the corresponding path can be extended to form an antisymmetric path with a larger weight by adding one of the in-neighbors of $u$ to the path. This bit is set to be 1 if such an extension exists and 0 otherwise. The algorithm also sets the $E$ bit to be 0 if the corresponding path for an entry does not start with $u$. This property for a given entry can be obtained by combining the $E$ bits of its descendant entries with a direct inspection on vertices that are not included in the descendant entries. In view of the fact that the number of in-neighbors of $u$ is bounded by 20, the aggregate computation time for this additional checking is $O(6^n)$.

Based on the $E$ bit of an entry, we are able to select the antisymmetric paths that start with $u$ and cannot be extended with an in-neighbor of $u$. However, it is possible that some of the maximum antisymmetric paths can be extended from the other end of the path. We thus create an array $S$ of size $n$ and initialize all its elements to be zero. For any vertex $v$ other than $u$ in the spectrum graph, we can obtain $W(u, v)$, the weight of the maximum weighted antisymmetric path that connects $u$ and $v$. For each out-neighbor $v_i$ of $v$, we obtain $W(u, v, v_i)$, the weight of the maximum weighted antisymmetric path that passes through $v$ and connects $u$ and $v_i$. We then check whether $W(u, v, v_i)$ is equal to $W(u, v) + w(v, v_i)$ or not, where $w(v, v_i)$ is the weight of the edge $(v, v_i)$. If it is the case for one out-neighbor of $v$, we set $S[v]$ to be 1, which suggests that the maximum antisymmetric path between $u$ and $v$ is extendable. The correctness of this operation is obvious since only in the case where the path is extendable, we can have one out-neighbor $v_i$ of $v$ such that $W(u, v, v_i) = W(u, v) + w(v, v_i)$. The aggregate time for this operation is again $O(6^n)$. We then apply the tracing back procedure in the fundamental component to obtain all the maximum weighted antisymmetric paths starting with $u$. Based on the $E$ bits and the array $S$, we can find all maximum weighted antisymmetric paths from the $n$ tree decompositions and the total computation time is $O(6^n V (V + m))$, where $m$ is the total number of maximum weighted antisymmetric paths. We thus have the following theorem.

Theorem 2.1. Given an extended spectrum graph $G = (V, E)$ and a tree decomposition of $G$ with tree width $t$, all maximum weighted antisymmetric paths in $G$ can be identified in time $O(6^n V (V + m))$, where $m$ is the total number of maximum weighted antisymmetric paths in $G$.

2.3 Reliability of sequence tags

We used the scoring scheme proposed in (Dancik et al., 1999) to assign weights to the vertices and edges in the extended spectrum graphs. The overall reliability of a sequence tag $t_i$ was considered as a linear combination of normalized reliabilities $r_1(t_i)$ and $r_2(t_i)$ computed from the weights of the corresponding edges for $t_i$ and an autocorrelation score developed in (Liu et al., 2005) respectively. In particular, the reliability $r(t_i)$ of sequence tag $t_i$ is

$$r(t_i) = w_1 r_1(t_i) + w_2 r_2(t_i)$$

where $r_1(t_i)$ and $r_2(t_i)$ are computed with

$$r_1(t_i) = \frac{W(t_i)}{\sum_{t_j} W(t_j)}$$

$$r_2(t_i) = \frac{A(t_i)}{\sum_{t_j} A(t_j)}$$

where $W(t_i)$ is the sum of the weights of the edges that form $t_i$ in the extended spectrum graph, $q$ is the number of sequence tags, and $A(t_i)$ is an autocorrelation score computed with

$$A(t_i) = \sum_{k \in P(t_i)} P^*(k)P^*(n-k)$$

where $P(t_i)$ is the set of peaks that form $t_i$ and $P^*(k)$ and $P^*(n-k)$ are adjusted intensities of complementary peaks $k$ and $n-k$ in the spectrum. Both $r_1(t_i)$ and $r_2(t_i)$ are obtained by normalizing $W(t_i)$ and $A(t_i)$ over all sequence tags that are selected from the maximum weighted antisymmetric paths.

2.4 Database filtration with sequence tags

From the generated peptide sequence tags, we introduced a deterministic finite automaton (DFA) based model and used it to search a
yeast peptide database which consists of 670,000 tryptically digested peptides (allowed up to 2 missing cleavages). Each amino acid in the tags represents a state of the DFA. We added an additional state as the start state. The accept states are the states that correspond to the last amino acids in the tags. Upon reading the first amino acid in a peptide sequence in the database, the DFA transfers from the start state to an appropriate state that corresponds to the first amino acid in a tag. The DFA then transfers from that state to next appropriate state upon reading the following amino acid in the peptide sequence. The procedure continues until the end of the peptide sequence. The peptide reading always goes forwards in the entire procedure. However, a trie based model (Frank et al., 2005a) needs to go back to the head of the trie each time when a substring of tag length in the peptide sequence has been examined. It thus may need more computation time than our DFA based model.

2.5 PTM identification by point process blind search
We finally apply the point process model for peptide identification and PTM search (Yan et al., 2006) on the candidate peptides after filtration. This model is an efficient blind search approach that does not require a list of pre-specified PTMs as input in advance. The algorithm attempts to find a set of optimal mass shifts to maximize the spectral alignment. Through one round of cross-correlation calculation, it is able to obtain all possible mass shifts feasibly (naturally this includes the optimal mass shifts). The computation time is independent of the number of PTMs, which outperforms most of the existing PTM identification tools whose computation time grows exponentially with the number of PTMs.

3 EXPERIMENTS AND DISCUSSIONS
3.1 Datasets
We downloaded 2657 annotated yeast ion trap tandem mass spectra from the Open Proteomics Database (OPD) (Prince et al., 2004). These spectra were selected based on the criteria with +2 precursor ion and Xcorr $\geq 2.5$ without PTMs. All the experimental mass spectra were ion trap data having a relative low mass resolution. We ran a data preprocessing procedure as described in (Frank et al., 2005b) to remove isotopic peaks and tiny noise peaks. Due to the shortage of reliably annotated spectra with PTMs in public domain, we constructed 2620 modified ones from those spectra by artificially adding one PTM from a common PTM pool to each spectrum. The detailed procedure is referred to (Yan et al., 2006).

3.2 Tree widths for spectrum graphs
Computing the optimal tree decomposition for a given graph is an NP-hard problem (Arnborg et al., 1987). A few efficient heuristics (Bodlaender, 1991) have been developed to compute a tree decomposition with small tree width for certain types of graphs. We used a greedy fill-in heuristic (Bodlaender, 1991) to find tree decompositions for the spectrum graphs of the experimental spectra. Figure 4 shows the distribution of the tree widths of the 2657 spectrum graphs. It can be clearly seen from the figure that the tree widths of about 90% of the spectrum graphs are bounded by 6, which are sufficiently small for developing an efficient tree decomposition based algorithm.

3.3 Sequence tag generation
We used our program to generate sequence tags at different lengths on the two datasets. We also ran the public available program PepNovo on the same datasets to obtain sequence tags. We then compared the generated tags with the sequencing results by SEQUEST and obtained the percentages of correct tags at different lengths for both of our program and PepNovo. Table 1 lists the results of our experiments on the two datasets and the comparison with PepNovo at different tag lengths. Our approach achieves comparable performance to PepNovo and is more computationally efficient (over 10 times faster than PepNovo at all different tag lengths). More importantly, our approach is ab-initio and does not require a training data set as PepNovo does. We believe further improvements in accuracy can be achieved if a more sophisticated model to evaluate the reliabilities of generated sequence tags is applied in the future.

3.4 Blind PTM identification by database search
After candidate peptides are filtered out with the sequence tags, our point process based blind search model is applied to evaluate these candidate peptides for further peptide identification and PTM detection. The results on 2620 modified spectra are listed in Table 2. It can be seen that the sequence tags of lengths 3 and 4 are able to
filter out more than 98.3% and 99.8% peptides in the database respectively, which consequently speeds up the calculations dramatically. In addition, with the reduced search space and enriched signals of correct peptides, the accuracies of PTM identification by database search are significantly improved with both sequence tags of lengths 3 and 4. For example, with the filtration of tag length 3, approximately 77% and 92% of spectra are identified correctly as top 1 and within top 5 respectively, a significant improvement compared to the corresponding accuracies of 60% and 81% without database filtration. Increasing the tag length from 3 to 4 can further speed up the PTM identification by approximately 8 times. However, a slight drop in the identification accuracy is observed in this case due to the relative lower sensitivity of tag generation for tag length 4.

4 CONCLUSIONS

In this paper, we develop a novel tree decomposition based algorithm that can efficiently generate highly accurate sequence tags and conduct efficient PTM identification by combining sequence tag generation and database search. The algorithm models a spectrum with its corresponding extended spectrum graph and can find all maximum weighted antisymmetric paths in the spectrum graph with tree width \( t \) in time \( O(6^n(n+m)) \), where \( n \) and \( m \) are the number of vertices and the number of maximum weighted antisymmetric paths in the graph, respectively. Sequence tags are then selected from all the maximum weighted antisymmetric paths. Our experiments show that this \( ab-initio \) approach can achieve accuracy comparable to that of PepNovo in a significantly reduced amount of computation time. More importantly, the sequence tags can be used to filter a peptide database effectively and thus enable the application of more accurate and sophisticated algorithms for PTM identification. In particular, we have built a rigid framework to conduct peptide identification and blind PTM search by combining high quality sequence tag generation and efficient database search. Experiments on spectra with PTMs show that this new approach can generate highly accurate sequence tags and significantly improve the accuracy of PTM identification by blind search.
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### Table 1. A comparison between the performance of our tag selection program and that of PepNovo at different tag lengths

<table>
<thead>
<tr>
<th>Tag length</th>
<th>Algorithm</th>
<th>( r = 1(%) )</th>
<th>( r = 3(%) )</th>
<th>( r = 5(%) )</th>
<th>( r = 10(%) )</th>
<th>( r = 25(%) )</th>
<th>( T ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Our program</td>
<td>75.8</td>
<td>89.1</td>
<td>94.6</td>
<td>96.9</td>
<td>98.1</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>75.8</td>
<td>90.1</td>
<td>93.6</td>
<td>96.8</td>
<td>98.8</td>
<td>3.62</td>
</tr>
<tr>
<td>b</td>
<td>Our program</td>
<td>65.3</td>
<td>80.5</td>
<td>88.7</td>
<td>93.6</td>
<td>96.4</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>65.5</td>
<td>81.0</td>
<td>86.6</td>
<td>92.3</td>
<td>95.3</td>
<td>3.69</td>
</tr>
<tr>
<td>c</td>
<td>Our program</td>
<td>56.4</td>
<td>72.8</td>
<td>78.3</td>
<td>85.1</td>
<td>89.8</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>58.4</td>
<td>71.3</td>
<td>77.6</td>
<td>84.0</td>
<td>88.9</td>
<td>3.83</td>
</tr>
<tr>
<td>d</td>
<td>Our program</td>
<td>50.2</td>
<td>62.3</td>
<td>66.9</td>
<td>76.6</td>
<td>82.4</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>49.7</td>
<td>61.5</td>
<td>67.8</td>
<td>75.0</td>
<td>81.8</td>
<td>4.27</td>
</tr>
<tr>
<td>e</td>
<td>Our program</td>
<td>68.1</td>
<td>84.8</td>
<td>90.3</td>
<td>94.8</td>
<td>97.1</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>62.8</td>
<td>83.7</td>
<td>89.7</td>
<td>94.9</td>
<td>97.8</td>
<td>3.59</td>
</tr>
<tr>
<td>f</td>
<td>Our program</td>
<td>53.5</td>
<td>71.2</td>
<td>78.6</td>
<td>84.8</td>
<td>90.0</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>PepNovo</td>
<td>51.1</td>
<td>71.7</td>
<td>79.3</td>
<td>85.8</td>
<td>91.4</td>
<td>3.64</td>
</tr>
</tbody>
</table>

(a) on 2657 experimental spectra without PTMs and (b) on 2620 experimental spectra with one artificially added PTM. Columns for \( r = 1, 3, 5, 10, 25 \) represent the percentages of spectra that have at least one correct tag in top 1, 3, 5, 10, 25 tags generated by our program and PepNovo respectively; \( T \) is the average time in seconds used for generating sequence tags for one spectrum.

### Table 2. The accuracy of identifying PTMs from the modified spectra with selected tags of lengths 3 and 4

<table>
<thead>
<tr>
<th>Tag length</th>
<th>Top 1</th>
<th>Top 2</th>
<th>Top 3</th>
<th>Top 4</th>
<th>Top 5</th>
<th>Filtration ratio</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>76.69</td>
<td>86.01</td>
<td>89.29</td>
<td>90.70</td>
<td>91.62</td>
<td>0.0167</td>
<td>263</td>
</tr>
<tr>
<td>4</td>
<td>74.98</td>
<td>80.77</td>
<td>81.71</td>
<td>82.17</td>
<td>84.40</td>
<td>0.0014</td>
<td>34</td>
</tr>
<tr>
<td>Without filtration</td>
<td>60.38</td>
<td>72.33</td>
<td>76.64</td>
<td>79.16</td>
<td>81.17</td>
<td>–</td>
<td>3843</td>
</tr>
</tbody>
</table>

The values at Top \( i = 1, 2, 3, 4, 5 \) represent the cumulative percentages of the search results capturing the original peptide sequences exactly in Top \( i \); Filtration ratio is the ratio of the survived candidate peptides after tag filtration. Time is the total time in seconds used for the point-process blind search model to identify correct peptides and PTMs for all the 2620 experimental spectra. The last row is the results without sequence tag filtration.
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