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ABSTRACT
Motivation: Effective algorithms for finding relatively weak motifs are an important practical necessity while scanning long DNA sequences for regulatory elements. The success of such an algorithm hinges on the ability of its scoring function combined with a significance analysis test to discern real motifs from random noise.
Results: In the first half of the paper we show that the paradigm of relying on entropy scores and their E-values can lead to undesirable results when searching for weak motifs and we offer alternate approaches to analyzing the significance of motifs. In the second half of the paper we reintroduce a scoring function and present a motif-finder that optimizes it that are more effective in finding relatively weak motifs than other tools.
Availability: The GibbsILR motif finder is available at http://www.cs.cornell.edu/~keich
Contact: Uri Keich, keich@cs.cornell.edu

1 INTRODUCTION
The identification of transcription factor binding sites, and of cis-regulatory elements in general, is an important step in understanding the regulation of gene expression. To address this need, many motif-finding tools have been described that can find short sequence motifs given only an input set of sequences. The motifs returned by these tools are evaluated and ranked according to some measure of statistical over-representation, the most popular of which is based on the information content or entropy [17] (see [19] for a recent comparative review).

Keich and Pevzner [10] define a twilight zone search as one in which there is a non-negligible probability that a maximally scoring random motif would have a higher score than motifs that overlap the “real” motif (in the model considered there, a “real” motif is implanted into randomly generated background sequences). In such cases, even if one had access to a hypothetically ideal finder that was guaranteed to return the highest scoring alignment in the dataset, the motif might remain unfound. Locating the twilight zone is necessary in deciding whether or not the current state of the art in motif finding is good enough: if existing tools find the correct motif for datasets all the way into the twilight zone in a reasonable time, further improvement will yield at best marginal returns. Of course, improving motif finding tools to be effective into the twilight zone is not merely a theoretical exercise: a biologist searching for regulatory motifs in DNA sequences would generally prefer to choose longer rather than shorter regions in order to avoid missing regulatory elements that are far away from the transcription start site of a gene. The longer the input sequences are, the more likely they are to contain high scoring random motifs, pushing the biologically valid motifs into the twilight zone.

Most existing motif finders can be divided into two classes depending on how they model a motif. Tools that rely on a combinatorial model of a motif define a motif to be a consensus sequence with an associated distance (usually Hamming distance), as described in [14]. Under this definition, the problem of finding motifs in random sequences is mostly solved. The statistics of optimal random motifs are well understood in this context, which led to the characterization of the twilight zone [10]. Moreover there is no reliable characterization of the distribution of optimal random motifs¹, nor is the twilight zone completely understood.

In most applications of a motif finder, the user must decide whether or not a motif reported from a motif finder warrants further biological investigation based on its statistical significance. The first half of this paper deals with the significance analysis of the ubiquitous entropy score. We begin by showing that the common practice of using the E-value of the entropy score (defined below) to evaluate the significance of an alignment reported by a motif finder can lead to undesirable results in twilight zone searches. We then discuss two additional intuitively motivated measurements of statistical significance and some pitfalls in their application to motif finding. The second half of the paper discusses an alternative scoring scheme. This is motivated by the observation that comparing entropy scores across different motif finders often leads to inconsistent results regarding the identification of the implanted motif. We reintroduce the Incomplete (data) Likelihood Ratio (ILR) and show it is a better classifier

¹Some progress was made recently by Frith, et al. [5], but the analysis presented there only holds for a small number of sequences.
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when it comes to predicting overlap with implanted motifs. This motivates GibbsILR, a new variant of the Gibbs sampler that attempts to maximize the ILR rather than the entropy score.

2 ARE MOTIF FINDERS PSYCHIC? THE CONUNDRUM OF E-VALUES

One of the key measurements in determining if a motif finder has identified an important motif is the E-value of the entropy score defined as follows. The entropy score or information content of the reported alignment is defined as [17]:

\[ I = \sum_{i=1}^{w} \sum_{j=1}^{A} n_{ij} \log \frac{n_{ij}}{b_j}, \]

where \( w \) is the motif width, \( n_{ij} \) denotes the number of occurrences of the \( j \)th letter in the \( i \)th column of the alignment, \( b_j \) is the background frequency of the \( j \)th letter, \( n \) is the number of sequences in the alignment, and \( A \) the alphabet size (\( A = 4 \) in this paper). Introduced originally in this context as the ‘‘expected frequency’’ [6], the E-value is the expected number of random alignments of the same dimension that would exhibit an entropy score that is at least as high as the score of the given alignment. When the E-value is high, one can have little confidence in the motif prediction, and conversely when the E-value is low, one can have more confidence in the prediction. It is computed by multiplying the number of possible alignments by the \( p \)-value of the alignment. The latter is defined as the probability that a single \( \text{given} \) random alignment would have an entropy score \( \geq \) the observed alignment score. Assuming the customary id (independent identically distributed) random model the \( p \)-value can be computed accurately using techniques we previously described [12].

To assess the performance of motif finders in twilight zone searches, we designed the following experiments containing 400 data sets (see the COMBO experiments in the Methods section). Each randomly generated data set contained a deliberately implanted profile motif in such a way that for a non-trivial percentage of the cases the finder would not overlap the implants. Thus, it is not surprising that the E-value of the implanted motif is relatively high. However, with a median E-value of \( 8 \times 10^{15} \) it seems this problem is way beyond the twilight zone. Indeed, one would suspect that in this case even the ideal finder would not be able to pick out an alignment with significant overlap to the implanted motif from the large number of background alignments with better entropy score. Rather startlingly, exactly the opposite is true: of 400 data sets, the Gibbs sampler [11] found an alignment overlapping more than 30% of the implanted sites in 288 cases. It is important to note that these data sets are constructed exactly according to the model used in computing the E-values, thus we can safely assume the E-value is quite accurate [12].

How can our motif finders be so lucky that they pick a ‘‘real’’ motif out of such a huge haystack? A partial answer to this riddle is obtained by noting that when a motif is implanted into a set of long sequences, there is a good chance that a random string in one of the sequences will slightly improve the entropy score. Of the 288 data sets for which the Gibbs sampler found an overlapping alignment (above the 30% threshold), the median E-value of the reported motif was \( 8.7 \times 10^{11} \) or 4 orders of magnitude better than the initial motif. Still, it is a very impressive haystack and a more complete answer probably lies in what we do not see: how many alignments that overlap with our implant have a score as good as the one found? These high scoring ‘‘satellite’’ alignments define some ‘‘domain of attraction’’ for a motif that is difficult to characterize analytically. Presumably, its size has to be of the order of the E-values as sampling optimization procedures such as Gibbs somehow find it. We remark that characterizing this domain of attraction is a potential way to describe the twilight zone of a profile-based motif.

Whatever the explanation is, it is clear that the E-value offers little benefit in analyzing the significance of twilight zone search. We next explore alternative approaches to this problem.

3 ALTERNATIVE SIGNIFICANCE ANALYSES

One alternate measure of significance suggested by Hertz and Stormo [6] is that of the ‘‘overall \( p \)-value’’—or OPV(s)—of an entropy score \( s \). It is defined as the probability that a random sample of the same size as the input set will contain an alignment of the same dimensions that scores at least as high as \( s \). While this statistic is intuitively appealing, its use faces two hurdles. On the one hand, at present it is all but impossible to calculate OPV(s) for moderately large datasets: even generating an empirical estimate of the OPV would necessarily require the ability to reliably find the highest scoring alignment in any given sample, which cannot be guaranteed for realistic problem sizes. On the other hand, even if an accurate method for calculating OPV(s) were known, the evidence presented next suggests that this significance measure would impose too high a barrier on the entropy score for functional motifs to be distinguishable from noise.

The value of OPV(s) may be conservatively estimated by the probability that at least one of several motif finders would find an alignment of score \( \geq s \) in the random data. The point is the latter is amenable to Monte Carlo estimation. Using 1600 randomly generated datasets with no motif implanted we obtain an empirical estimate of the 0.95 quantile of the latter distribution; this is the minimal value \( s_0 \) such that for 95% of the datasets all our finders report a top alignment of score \( \leq s_0 \). We then use \( s_0 \) as an empirically derived conservative estimate of the threshold \( s_1 \) such that OPV\((s_1) = 0.95\). That is, 95% of the top scoring noise alignments have entropy less than or equal to \( s_1 \) and \( s_1 \leq s_0 \) with high probability. When this derived 5% significance level was applied as a threshold for significance of the 400 data sets in the COMBO experiment, nearly 90% of the correct runs of the Gibbs sampler (i.e., those runs that overlapped the implanted motif by more than 30%) were classified as noise. Since \( s_0 \) the conservatively estimated 0.95 quantile is very likely to be greater than the true quantile \( s_1 \), this should become more pronounced with better approximations of OPV(s) suggesting it is also too conservative.

One can see that \( 1 - OPV(s) \) is the distribution function of the ideal motif finder. This raises the natural extension of using a finder-specific OPV: \( 1 - F_t(s) \) where \( F_t \) is the null distribution of the score of the optimal alignment detected by the particular finder. That is, we ask for the probability that the finder will find an
alignment scoring \geq s in a random dataset (of the same dimensions). Again, we can estimate the quantiles of this distribution function through a Monte Carlo generated empirical distribution. In this case we found that the .95 quantile threshold of Gibbs, estimated from 1600 datasets, yields 13 false positives (FP) and 228 true positives (TP) when applied to the same 400 data sets of the COMBO experiment.\footnote{That we expect $5\% \cdot 400 = 20$ false positives and see only 13 is reasonable since some of those random datasets containing high-scoring alignments are masked by higher-scoring motifs that overlap the implant.}

While the empirical distribution can be extremely useful in analyzing the significance of a motif finder’s output, generating it \textit{a priori} is typically impossible due to the large number of combinations of parameters. Similarly, generating even a rough estimate of a 0.95 quantile per problem instance is impractical as it would require at least 100 additional runs of the motif finder on a dataset of the same size as the input.

However, if we can characterize the distribution as belonging to some parametric family of distributions, we might do better to estimate the parameters of the distribution rather than directly estimating the quantiles of the distribution. The (limiting) distribution of a maximal ungapped pairwise alignment between two sequences is a Gumbel Extreme Value Distribution (EVD) \cite{frith2003}, the same distribution is encountered empirically in the gapped case and it is presumed to underly the distribution of scores when local multiple alignments are scored according to a presumed phylogeny \cite{frith2005} and in Frith \textit{et al}. \cite{frith2003}, which specifically discusses motif finding. Oddly, the empirical null distribution of the reported entropy score for several motif finders exhibited a better fit to a (shifted) Gamma distribution than to the intuitively more obvious Gumbel distribution (see Figure 1 and Figure 2 for an example involving Gibbs).\footnote{To fit a shifted gamma distribution for each shift we find the likelihood of the shifted data by applying a standard maximum likelihood gamma fit to it, and then use a simple one dimensional search of the shift that yields the highest likelihood.}
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\caption{Shifted gamma fit to 6400 runs of Gibbs with parameters $13 - t_{100} - t_{101} 0$ on 40 random sequences of length 750, uniformly distributed with no implanted motif.}
\end{figure}

Naturally, the parameters of the distribution could depend on the size and background distribution of the dataset, as well as the parameters used in the motif search. It is surprisingly easy to get a good approximation of how the empirical distribution of CONSENSUS behaves with respect to these variables. The key is to consider the distribution of the $E$-value of the best reported entropy rather than the entropy itself. This $E$-value is fairly stable for a wide range of sequence lengths (375–1500), motif widths (10–50), and with different sequence composition (uniform background \textit{versus} a biased background of (0.2, 0.2, 0.3, 0.3)), see Figure 3 and Table 1. That is, the empirical distribution depends primarily on $N$, the number of sequences; and $q$, the number of sub-alignments that CONSENSUS keeps at each stage. While the parameter estimates for the shifted gamma distribution are not perfectly stable, they could be readily improved by dividing the range of parameters (e.g., motif width) into several segments and using one shifted gamma distribution per interval.

We demonstrated above that the OPV or equivalently the distribution function of the ideal finder seems too conservative for estimating the significance of a motif finder’s output. Nonetheless it is useful in delineating the twilight zone, which in turn is important for understanding to what extent existing tools might be theoretically improved upon. Indeed, by comparing the empirical distribution of a motif finder with that of the ideal one for a given set of parameters, we can assess the efficiency of the finder for these parameters. It is thus interesting to determine whether this distribution can be approximated by a parametric family. As above we find the surprising result that a shifted gamma distribution gives a better fit to the empirical distribution than a Gumbel distribution. One might expect that the result of maximizing over all possible alignments would naturally result in an EVD but according to our observations this is not the case (see Figure 4). One reason is that the high scoring alignments are heavily dependent, an observation made by Frith \textit{et al}. \cite{frith2003} when trying to explain the less-than-perfect fit they got to a Gumbel distribution.

\section{Incomplete (Data) Likelihood Ratio and GibbsLIR}

A good scoring function should separate as much as possible real motifs or, in the context of our model, alignments that have overlap with the implant, from purely random ones. The entropy score is the one chosen by popular motif finders such as MEME \cite{bailey2006}, CONSENSUS \cite{frith2006} and Gibbs Sampler \cite{frith2007}. The latter two specifically try to optimize this scoring function, while MEME uses it only to rank and analyze the significance of its output. It is thus tempting to assume that if we run, for example, both CONSENSUS and Gibbs and take the higher scoring motif we would do better than if we ran each one of them separately. Amazingly, this might not be the case, especially in twilight zone searches. In particular, in our COMBO experiment we find that in 380 of the 400 datasets CONSENSUS finds a motif with higher entropy score than Gibbs, yet Gibbs reports more motifs that have $\geq 30\%$ overlap with the true implant (290 of the sets for Gibbs compared to 208 for CONSENSUS). Comparing the entropy score from different motif finders is thus not an apples to apples comparison as one would expect—somehow it matters how the entropy is maximized. This led us to ask if other scoring functions would possibly capture better the nature of real (implanted) twilight zone motifs. One
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Given a set of $N$ sequences $S = \{S^1, S^2, \ldots, S^N\}$, the formal definition of the Motif Finding problem is to find the set of starting positions within each sequence that corresponds to the location of an implanted motif. We assume there is a profile matrix $\Theta = (\Theta_j)$ of length $w$ that represents the implanted motif model, and another profile matrix $\Theta_0 = (\Theta_0j)$ that represents the background. We define the Incomplete (data) Likelihood Ratio as follows:

$$ILR(\Theta) = \prod_{n=1}^{N} \left[ \sum_{m=1}^{\left\lfloor \frac{|S^n|}{w} \right\rfloor - w + 1} \frac{P(S^n_{m:w+m-1} | \Theta)}{P(S^n_{m:w+m-1} | \Theta_0)} \frac{1}{|S^n| - w + 1} \right]$$

Intuitively, $ILR(\Theta)$ is the likelihood ratio between two competing hypotheses. The null hypothesis is that the data was entirely generated under the null model $\Theta_0$. The alternative hypothesis is that the data was generated under the OOPS (one occurrence per sequence) model [2] using the motif $\Theta$ and the background $\Theta_0$. Unlike the standard entropy score, the ILR scores a motif by taking into account all of the data in $S$, rather than only the data within a particular alignment. The EM algorithm optimizes the ILR [3], and by extension MEME does as well. However, MEME ranks motifs by entropy and assesses the reported motif’s significance through the $E$-value of the entropy score. In particular, the ILR score has not been previously used to score and rank motifs.

Our tests (described in the Results section) demonstrate that for twilight zone searches ILR is a consistently better classifier than the entropy score for identifying motifs that overlap the implant. Since this holds for all the finders that we tested, most of which optimize the entropy score, it motivates the design of a new finder that tries to optimize the ILR: GibbsILR is based on the Gibbs-sampling technique described by Lawrence et al. [11]. Here we modify the original Gibbs sampling strategy by using a hybrid optimization procedure. The Gibbs-sampling motif finder begins each run by picking a random starting position in each sequence in the data.
The model $\Theta$ is inferred from the starting positions by the rule $\Theta_j = \frac{c_j + a_j}{L - 1 + \sum a_i}$, where $c_j$ is the count of letter $j$ in the $i$-th sequence of the alignment and $b_j$ is an *a priori* chosen pseudocount to avoid 0 probabilities.

### 5 RESULTS

The first group of results is based on extensive tests of the performance of six profile-based motif finders on synthetic data.
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Each of these randomly generated datasets contained a deliberately implanted profile motif (see the Methods section for more details). The output of each of the finders we considered (CONSENSUS, Gibbs, GibbsILR, GLAM, ProfileBranching, and MEME) was post-processed to yield both the entropy and ILR scores of the finder’s top reported alignment. We then asked which of these two scores is a better predictor of overlap with the implant (which is a surrogate for a real motif).

We compare the entropy and ILR score by measuring the area under the ROC curve [18], or discrimination, for each finder under the two scoring functions. We classify a set of motif sites as negative if the overlap score is below 0.1; otherwise, we classify it as positive. Intuitively, given a random pair of positive and negative set of profile sites, the aROC tells us the probability of the test correctly identifying the pair’s classification. The tests (Table 2) using ILR score have consistently better discrimination than the tests using entropy score. The reader should note that it is however unfair to compare the performance of the finders using aROC, because the number of negatives and positives differ across the finders. For example, GibbsILR has lower discrimination than MEME for both entropy and ILR in COMBO, but GibbsILR has 324 positives to discriminate whereas MEME has only 70 positives.

Similarly, we can ask how many true positives (TP) are in the test set if we are willing to accept exactly 10 false positives (FP). Table 2 shows that ILR consistently has higher counts of such TPs than entropy. Moreover, if we would like to design a classifier that only accepts 10 FPs, this analysis shows that the combination of ILR score and GibbsILR would give us the highest number of TPs.

We next combine five motif finders: CONSENSUS, Gibbs_ss, GLAM, MEME, and ProfileBranching by choosing the set of motif sites from the finder with highest ILR. Likewise, we employ the same technique with the entropy. We found that the ILR variant of the combined-finder can perform better than any of its individual finders alone. In the COMBO experiment, the ILR variant found the implants in 311 datasets (i.e. overlap score greater than 0.1), whereas its best individual finder, which is Gibbs_ss, found the implants in only 302 datasets. In the same experiment, the entropy variant found the implants in 291 datasets, which is worse than its best individual finder. For a different approach to combining the output of multiple motif finding algorithms, see [8].

As an additional source of evidence for the utility of the ILR score we generated synthetic data sets implanted with motifs that were verifiably in the (entropy score) twilight zone. The branch and bound algorithm described in the Methods section was then used to find the motif with the optimal entropy score and the ILR score of that motif. Then, based on the results from 1000 such runs we asked the following question: which of the scores, entropy or ILR is a better predictor of overlap with the implanted motif? For the twilight zone data sets that we tested, ILR is consistently better than the entropy score as a predictor of overlap (as measured by the aROC score, with overlap being defined as an overlap score greater than 0.1). As a specific example, for $N = 14$, $L = 80$ and SHORT (see Table 3), the entropy score has an aROC score of 0.52 as compared to 0.60 for the ILR score. In practical terms, for a threshold that allows 50 false positives, the ILR score gives 143 true positives as opposed to 101 for the entropy score. Interestingly, in this example, while the ILR score has a positive
Spearman correlation, the entropy score has a statistically significant negative correlation with the overlap score (Spearman correlation $p$-value of $5.2 \cdot 10^{-8}$).

Finally while not an objective demonstration of the advantage of ILR, GibbsILR did show improvement in our experiments over the other five finders we tested. Fig. 5 shows the overlap distribution for the various finders. For example, the bars at 0.1 are the number of datasets that a particular motif finder found with overlap score between 0.1 and 0.2. GibbsILR finds the most datasets above 0.1 overlap score for both experiments. In the case of FIFTY (Fig. 5b), GibbsILR is significantly better. Note that we tried to equalize the running time of all the algorithms in the benchmark as described in the Methods section below.

6 CONCLUSION AND FUTURE WORK

We have demonstrated several discouraging observations regarding the use of $E$-values to determine the statistical significance of a motif. However, the $E$-value of the entropy score has at least two redeeming qualities. First, it is always conservative, so a motif exhibiting a very low $E$-value is probably significant. Second, the distribution of the overall $p$-value for CONSENSUS was easy to characterize when considering the $E$-value of the entropy score, rather than the entropy score itself. We acknowledge the possibility that other motif finders may exist (that we have not yet tried) whose finder-specific OPV may be similarly quantified.

We have also presented an alternative scoring function to be used in place of entropy, along with a motif finder that uses this function to achieve demonstrably better results than existing algorithms. The motif finder described here is admittedly simplistic, so it seems likely that more effective algorithms could be developed.

We were surprised to discover that the empirical distribution of optimal alignment scores displayed by each algorithm, including the exhaustive motif finder, fit a gamma distribution far better than the intuitively more appealing EVD. It would be informative to determine why the gamma distribution, specifically, seems to model this problem accurately.
Finally, an extensive study of the distributional properties of the ILR is a necessary condition for it to become a widely adopted scoring scheme.

7 METHODS

To test the efficacy of any given motif finding algorithm, \( N \) independent sequences of length \( m \) were sampled by choosing symbols at random from the four letter DNA alphabet corresponding to an iid model for the background frequency. A position was chosen uniformly at random from each sequence and an instance of a profile \( \Theta_j \), generated as described below, was inserted in that position. Thus, the total length of each sequence is \( L = m + w \) where \( w \) is the length of the motif. A profile is represented as a position weight matrix, a \( 4 \times w \) array of numbers where \( \Theta_j \) denotes the frequency of letter \( i \) in column \( j \) in all aligned instances of \( \Theta \). Since we wanted to have control over the implanted motifs the instance were essentially generated by permuting the columns of the alignment. Each column of the alignment matched the corresponding column of the profile up to discretizing effects.

The parameters \( N \) and \( L \) were chosen such that the motif finders we considered would have a non-trivial percentage of failures (i.e. datasets where they pick motifs with no overlap with the implants). As we allowed our finders to run for a fairly generous amount of time there is reason to suspect that at least some of those failures can be attributed to twilight zone searches [10], in which random alignments with no overlap with the implants score as high as the best motif that overlaps the implant.

Two of the experiments that we report here were generated according to the following rules:

(1) COMBO: The motif in this experiment has length 13 with two degenerate columns (6 and 8) as seen in Table 3. Each dataset has 40 sequences of length 1485 + 13.

(2) FIFTY: Each column in the motif consists only of two equally probable nucleotides. Each dataset has 40 sequences of length 1485 + 13.

In each experiment, 400 datasets were generated for a given profile, and various motif finding algorithms were run with parameter settings that allowed each motif finder to take from 8–10 minutes to place all motif finders on an equal footing. However, the MEME motif finder does not employ any parameters that allow the control of running time (MEME generally runs in much less than 8 minutes on each data set), so the generally poor performance of MEME compared to the other motif finders is not a reflection of MEME employing a bad algorithm but a reflection of a design decision to place a strict limit on the total amount of time MEME takes. The motif finders used in this study consisted of MEME [1] (mod oops -nmotifs 1 -w 13 -dna -text -maxsize 1000000), the Gibbs Sampler run in Site Sampler ("Gibbs\_ss") of [11] (13 -d -n -t280 -L200), Gibbs altered to use the ILR scoring function ("Gibbs\_ILR", 13-t 250 -L200 -p 0.05), GLAM [5] (n50000 -r10 -l-z -a13 -b13), CONSENSUS [6] (14 -l 13 -c0 -q 3000), and ProfileBranching [16] (-l 13 -verbose). We note that Gibbs\_ss is our version of the original algorithm optimized for site sampling mode, resulting in a three-fold improvement in running time. For this reason, the results of Gibbs\_ss are better than the results of the original algorithm for a fixed running time. All experiments were run under Red Hat Enterprise Linux 4 on a cluster with nodes that have AMD 248 GHz 64-bit processors with 2GB RAM and 1GB swap.

The \( p \)-value of the entropy of the highest-scoring reported motif was computed by the sFFT algorithm described in [12]. An estimate of overlap for each data set and for each motif finder was computed in the following manner: Let \( a_i \) be the position of the implanted motif instance in \( \Theta_n \) and let \( a_i \) be the position of the motif reported by a motif finder. We define the overlap of a motif finder’s prediction as:

\[
\max_{|i| \leq w} \left\{ \frac{w - |i|}{w} \right\}, \left\{ \frac{n}{N} : a_i = a_n + i \right\}
\]

All ILR scores in this paper were computed using a uniform pseudocount of 0.05.

7.1 Finding the optimal motif

For small datasets it is possible to employ a branch-and-bound algorithm for finding the motif with the optimal entropy (for a more elaborate approach addressing a similar problem see [4]). To see this, consider the space of alignments represented as a tree with the root representing the empty alignment and a node at depth \( n \) having \( L - w + 1 \) children corresponding to the choices of extending the alignment using the \( (n + 1) \)th sequence. A depth-first search (DFS) can then be employed on this tree to enumerate all the alignments at depth \( N \) and select the optimal motif. However, since complete enumeration is computationally expensive, even for very small datasets, we rely on pruning the search tree by not extending alignments that cannot possibly score better than the best score \( (s_{\text{max}}) \) that we have seen till now. This determination is made based on the following lemma:

**Lemma:** Let \( c_n \) denote the nucleotide counts for an alignment column of \( n \) sequences. Then

\[
\max_{\Theta_s \geq \Theta} I(\Theta) = \max_{\alpha \in \{A, C, G, T\}} I(c^\alpha + (N - n)\delta_s).
\]
where $\delta_a$ has a count of 1 for $a$ and 0 otherwise, $x \geq y$ denotes pointwise inequalities, $I(x) = x \log (x/\theta_0)$ and $I(c^*) = (\sum I(c'_j)) - n \log n$ is the entropy for a single column.

**Proof Outline:** Suppose that there exists a maximally scored $c^N \geq c^*$ that is not of the form $c^N + (N - n)\delta_a$. Let $j = \text{argmax}_{l} I(l(c'_l) + 1) - I(l(c'_l))$ and let $k \neq j$ be such that $c'_k > c'_j$ (there must exist such a $k$ by definition of $c^N$). Then, since $I(x)$ is a monotonically increasing function, it can be shown that $I(c^N + \delta_j - \delta_k) > I(c^N)$, giving rise to a contradiction.

In words, the lemma says that an alignment column can be optimally extended in only four different ways and so we can quickly compute the optimal score that can arise out of the extension of a given alignment. In practice, this pruning strategy reduces the search space dramatically and allows us to find optimal motifs for moderate sample sizes (e.g. $w = 7$, $N = 10$ and $L = 100$). Note that we also provide the branch-and-bound algorithm with a good lower bound for $s_{\text{max}}$, as obtained from a motif-finding program such as CONSENSUS, to improve the initial pruning process and thus speed up the algorithm.
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