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ABSTRACT
Motivation: Inference and reconstruction of biological networks from heterogeneous data is currently an active research subject with several important applications in systems biology. The problem has been attacked from many different points of view with varying degrees of success. In particular, predicting new edges with a reasonable false discovery rate is highly demanded for practical applications, but remains extremely challenging due to the sparsity of the networks of interest.

Results: While most previous approaches based on the partial knowledge of the network to be inferred built global models to predict new edges over the network, we introduce here a novel method which predicts whether there is an edge from a newly added vertex to each of the vertices of a known network using local models. This involves learning individually a certain subnetwork associated with each vertex of the known network, then using the discovered classification rule associated with only that vertex to predict the edge to the new vertex. Excellent experimental results are shown in the case of metabolic and protein-protein interaction network reconstruction from a variety of genomic data.

Availability: An implementation of the proposed algorithm is available upon request from the authors.

Contact: Jean-Philippe.Vert@ensmp.fr

1 INTRODUCTION

A network, or graph $G$ is an object consisting of a set of vertices (nodes/points) $V$ and a set of edges (lines/links) $E$ that join various vertices in $V$ to other vertices in $V$. In this article, we only considered undirected graphs with no self-loops, although generalizations to directed graphs are possible. This kind of object is omnipresent in the world around us, such as, e.g. the internet, road networks, electrical networks and social interaction networks. Similarly, various biological systems and processes in the cell can be modelled as graphs upon choosing suitable vertices and edges. The elucidation, analysis and simulation of biological networks has become a major research focus in systems biology.

For example, to discover functional behaviour in the cell, it is of critical interest to know the protein network describing which proteins are functionally related to or interact with other proteins. This can be represented as a network with proteins as vertices, and edges that pass between functionally related or interacting proteins. These networks are, as well as intricate, largely unknown, and even many known networks are to some extent incomplete, with missing proteins and unknown interactions. Experimental discovery of these networks remains a difficult, time consuming and expensive task even with today’s technology, so new complementary methods are being used to try to determine these networks in silico. Given a partially known network, we may try to predict which interactions are missing, which interactions already noted are possibly incorrect or even whether a new unknown protein should be in the network in a certain place.

One particular example of a protein network is the metabolic network, which can be represented as a graph with enzymes as vertices. Enzymes catalyze chemical reactions, and an edge between two enzymes means that two enzymes catalyze two successive reactions. Figure 1 shows part of one such network, the aminosugars metabolic network, which can be extracted from the KEGG database (Kanehisa et al., 2004). Each box represents an enzyme (in the KEGG database it can be clicked on to find information on the enzyme) and each circle represents a chemical compound (which can also be clicked on to provide information about the chemical compound). If two enzymes are separated by one chemical compound, we say they are functionally related.

Recently, there has been considerable interest in the in silico reconstruction of protein networks using a variety of available genomic data. The reason this can be attempted is because there now exist large sets of pertinent biological information about the known enzymes, such as gene expression data, phylogenetic data and location data of enzymes in the cell. The challenge is to use this (copious and often noisy) information in an intelligent way to predict potentially new relationships. Various methods have been suggested to attack network inference problems, such as for protein interaction networks (Jansen et al., 2003), gene regulatory networks (Friedman et al., 2000) and metabolic networks (Kanehisa, 2001). These methods often use Bayesian (Friedman et al., 2000) or Petri networks (Doi et al., 2000) or the prediction of edges between ‘similar’ vertices (Marcotte et al., 1999; Pazos and Valencia, 2001). In fact, most of these methods base their predictions on prior knowledge about which edges should be present for a given set of vertices. This prior knowledge might be based on a model of conditional dependence in the case of Bayesian networks, or the assumption that edges should connect similar vertices.
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In the present article, however, as initially suggested by Yamanishi et al. (2004), we express the reconstruction task as a supervised learning problem. Often we know the vertices and part of the network, and we would like to use this information to predict the rest of the network. More precisely, given a known (incomplete) graph and information about its vertices, we want to predict the unknown part of the graph. This framework has attracted some attention recently due to its generality and lack of hypotheses regarding the network to be completed or the data available. For example, kernel canonical correlation analysis (Yamanishi et al., 2004, 2005) and kernel metric learning (Vert and Yamanishi, 2005) have been proposed to map the genes or proteins onto Euclidean spaces where connected vertices are close to each others; Tsuda et al. (2003) and Kato et al. (2005) have expressed the problem as that of filling missing entries in a matrix using an auxiliary matrix, and proposed an algorithm based on information geometry; Ben-Hur and Noble, (2005) have formulated the problem as those of filling gaps in the known network and solving it with a support vector machine (SVM) based on a specific kernel for edges; Biau and Bleakley, (2006) tested $k$-nearest neighbour and SVM classifiers, and provided theoretical justification for the approach. In spite of the important effort devoted to the design of new algorithms, the accuracy of predictions remains questionable. In particular, as the networks of interest are usually sparse, the number of non-interacting pairs far exceeds the number of interacting pairs, and for practical applications one needs predicted edges with a small false discovery rate (FDR). As we will see in the experiments, this is far from being the case.

All the aforementioned approaches share in common the idea to build a unique model that can be applied to predict whether an edge exists between a new vertex and all existing vertices available during training. Although convenient, this choice might have unwanted consequences: e.g. in the approaches of Yamanishi et al. (2004, 2005) and Vert and Yamanishi, (2005), two nodes close to each other on the known network will tend to have the same predicted neighbours among new vertices; in the approach of Ben-Hur and Noble, (2005), two nodes with similar genomic data will have similar predicted neighbours, although they might be in very different places in the training network. Although in some cases such properties might be wanted, the underlying hypothesis (e.g. the fact that genes close to each other on the graph or with similar genomic data are likely to have similar neighbours) are usually not justified nor supported by experimental evidence.

In order to relax these constraints, we investigate in the present article the possibility to build local models to predict the presence or absence of edges with new vertices. More precisely we propose to learn individually a certain subnetwork associated with each vertex of the known network, then use the discovered classification rule associated with only that vertex to predict the edge to the new vertex. Although the price to pay to estimate many local models is that less data is available to train each model, we show on benchmark experiments involving the reconstruction of the metabolic and protein–protein interaction networks that this approach gives in many cases better results than other state-of-the-art methods, validating the approach. Moreover, being a simple collection of pattern recognition problems (one associated to each vertex in the known network) the method is conceptually simple, can in theory be used when one is only interested in the neighborhood of one or a few genes (e.g. for particular pathway elucidation), easily generalizes to the prediction of directed edges, and importantly can straightforwardly take full advantage of the existence of powerful pattern recognition algorithms, such as SVM, which provide a convenient framework to learn from several heterogeneous datasets. In particular, we show that a simple scheme for data integration with SVM applied to the integration of various genomic data for the prediction of edges in the metabolic and protein–protein interaction networks provides huge improvements in the performance of the prediction, compared to the use of individual genomic datasets. In our benchmark experiment, we estimate that the first predicted edges in the metabolic network from the integration of gene expression profiles, protein cellular localization and phylogenetic profiles, are correct at a FDR level below 10% (i.e. that 90% of the predicted edges are correct), and that we can retrieve ~45% of all correct edges at a FDR level below 50%. While all other methods tested hardly fall below a FDR of 70% for their first prediction, the present method paves the way for practical use of the predictions, e.g. to experimentally validate the predicted edges.

The article is structured as follows. In Section 2, we introduce the new method of supervised classification for graphs. In Section 3, we introduce two benchmark datasets and in Section 4 we test the new method and several other state-of-the-art methods on these two datasets. The results are discussed further in Section 5.
2 METHODS

2.1 The problem of supervised graph prediction

We consider the problem of predicting new edges in a partially known gene or protein network using side information about the vertices. More precisely we consider the following framework. We assume that a set $V$ of genes or proteins is given, each of them being characterized by genomic data, e.g. expression levels across different experiments or phylogenetic profiles. For the sake of clarity let us assume for the moment that the data can be represented by a real-valued vector, i.e. the gene $i$ is represented by the vector $X_i \in \mathbb{R}^d$. We further assume that the restriction of the graph to a subset $V_1$ of the vertices is known, i.e. that all pairwise edges between two vertices in $V_1$ are observed. The problem consists in predicting the edges between vertices in $V_1$ and vertices in $V_2 = V \setminus V_1$. We call $V_1$ the training set of vertices, and $V_2$ the test set.

This framework is illustrated in Figure 2. Many problems in systems biology can be formulated within this framework, e.g. inferring new genes regulated by a transcription factor or finding missing enzymes in a metabolic pathway. We do not consider here the problem of inferring edges between two vertices in the test set, although this could also be of interest for certain applications, because some of the methods we test (in particular the one we propose) do not allow this.

2.2 Graph inference with local models

We propose to solve the graph inference problem by training several local models to predict new edges linking new vertices with vertices at different positions in the known network. More precisely, we consider first each vertex in the training set $v \in V_1$ independently. Obviously, every other vertex in the training set $u \in V_1$ is either connected or not connected to the vertex $v$ by an edge. The crucial idea is thus to take every other vertex $u \in V_1$ and give it a label $Y_u \in \{-1, +1\}$, +1 if there is an edge from $v$ to $u$, −1 if there is not. We then let a machine-learning algorithm for pattern recognition learn a function $f_v$ that assigns a label $-1$ or $+1$ to any new vertex, in particular those in the test set $V_2$.

Edges are then predicted between $v$ and the vertices in $V_2$ that are given the label $+1$. This process is illustrated in Figure 3, and repeated for every vertex $v \in V_1$ to obtain a prediction for all candidate edges between vertices in the training set and vertices in the test set.

This means we have transformed the graph inference problem into the following: for each vertex $v$ in the training set, learn/choose the best classification rule with respect to predicting the vertices connected to $v$, where the interpretation of best is entirely free to be chosen by the user, as is the type of classification rule. Once we have learned a rule for every $v$ of the training set, we have essentially learned the whole graph restricted to $V_1$, piece by piece, with one model to describe the local subnetwork around each edge. Next, given a new vertex $w$ not in the training set, we predict whether there is an edge or not between it and each of the vertices in the training set by letting each classification rule predict whether it is a neighbour or not of the corresponding vertex in the training set.

2.3 SVM and kernels

In this article, we investigate the use of SVMs as local classifiers. SVMs are known to provide state-of-the-art performance in many applications (Schölkopf and Smola, 2002; Vapnik, 1998), in particular in computational biology (Schölkopf et al., 2004). Given genomic data about the vertices, each local SVM learns from the labels of the training set a real-valued function that assigns a continuous score to each candidate vertex. Although the $\{-1, +1\}$ prediction is usually obtained by simply taking the sign of this score, the value of the score itself contains some form of confidence in the prediction. Larger scores correspond to more confident predictions. Moreover, the scores output by different SVMs can be compared to each other, because scores larger than 1 in absolute value typically correspond to confident predictions for all SVMs (indeed, values larger than 1 are not considered better than 1 itself in the training procedure of SVMs, due to the particular loss function used).

As a result, we propose to rank all candidate edges between vertices in the test set and vertices in the training set by the value of the SVMs prediction. Another advantage of SVMs is that it can handle vectorial as well as non-vectorial data to represent genomic data by use of the so-called kernel trick (Vapnik, 1998). This means that instead of encoding the genomic information about a gene or protein $v$ as a vector $X_v$, an SVM only needs the definition of a positive semi-definite kernel $K(u, v)$ between any two vertices derived from genomic information. Many particular kernels for genomic data have been developed for various applications in the recent years (Schölkopf et al., 2004), and our approach can therefore fully take advantage of these results to learn the

![Fig. 2. The supervised learning problem we consider consists in guessing the edges (in dotted line) between vertices in the training set (represented by the six circles in the left-hand side of this figure) and vertices in the test set (represented by the three circles in the right-hand side of the figure). Edges between vertices in the training sets are known in advance.](https://academic.oup.com/bioinformatics/article/23/13/i57/233394)

![Fig. 3. The subgraph of the graph pictured in Figure 2 related to a particular vertex $v$ of the training set (shaded in the picture) induces a $\{-1, +1\}$-labelling of the other vertices in the training set, ‘+1’ indicates a vertex directly connected to $v$ and ‘−1’ a vertex not directly connected to $v$. A classification rule can then be chosen based on this labelling. An edge is predicted from a vertex $u$ in the test set to $v$ if the classification rule predicts a label of $+1$ for the point $u$. Ideally, in this picture, we would expect the classification rule to predict a label $-1$ to the topmost vertex of the test set, and $+1$ to the two other test vertices, in order to correctly predict the actual edges between $v$ and the nodes in the test set (in dotted line). For clarity, edges between other vertices are not shown.](https://academic.oup.com/bioinformatics/article/23/13/i57/233394)
structures of local network around each vertex from a variety of genomic data.

We used the simpleSVM (v.2.31) SVM implementation (Loosli, 2006) freely available for the MATLAB environment. We used a balanced penalization in the case of positive and negative training sets of different sizes. The C regularization parameter was optimized over the grid \([1, 10, 100, 1000]\) by 5-fold cross-validation over the training set.

2.4 Other graph inference methods

We compare the performance of our local approach to several other methods proposed recently to solve the graph inference problems, which we briefly recall in this section. All methods assume that the genomic data has been transformed into a positive semi-definite matrix \(K\) of pairwise similarities between all vertices in \(V\), using some kernels discussed in Section 3.

- **Direct approach** (Yamanishi et al., 2004). The known graph on the training set is ignored, and edges are simply predicted between ‘similar’ vertices. The similarity is assumed to be encoded in the kernel matrix \(K\), therefore the candidate edges are ranked in decreasing order of the kernel value.

- **Kernel canonical correlation analysis (kCCA)** (Yamanishi et al., 2004). The vertices are mapped to a Euclidean space and the direct approach is then applied in the Euclidean space. In order to define the mapping, the known network on the training set is first transformed into a positive semi-definite matrix over the genes in the training set, typically using the diffusion kernel (Kondor and Lafferty, 2002). This process can be thought of as embedding the training graph into a Euclidean space. Correlated directions are then looked for between the space where the graph is embedded, on the one hand, and the space defined by the genomic data, on the other hand, by CCA analysis. The projections onto the first \(d\) canonical directions in the space defined by the genomic data is precisely the mapping to a Euclidean space which is performed before applying the direct approach. The algorithm depends on two parameters, the number of canonical directions \(d\), and a regularization parameter \(\lambda\). Following the best results reported by Yamanishi et al. (2004) we fix \(d = 20\) and \(\lambda = 0.01\).

- **Kernel metric learning (kML)** (Vert and Yamanishi, 2005). A new metric between genes is learned before applying the direct approach with respect to the new metric. The new metric, which depends on the genomic data, is explicitly optimized to improve the agreement between the metric and the training graph, i.e. to make connected vertices closer and not connected pairs further from each other. The resulting algorithm can be thought of as an interpolation between principal component analysis in the space of genomic data, on the one hand, and embedding of the training graph in a Euclidean space, on the other hand. This algorithm, like kernel CCA, depends on a regularization parameter \(\lambda\) and a dimension of projection \(d\), that we chose equal to 2 and 20, respectively, following the best results reported by Vert and Yamanishi (2005).

- **Matrix completion with em** (Kato et al., 2005; Tsuda et al., 2003). The problem is regarded as that of filling missing entries in the adjacency matrix of the graph given a complete matrix as side information, i.e. the kernel matrix derived from genomic data. The entries are filled to minimize the information geometric distance with the resulting complete matrix and a spectral variant of the side information matrix. The minimization has a closed-form solution and this algorithm is parameter free.

- **Pairwise SVM** (Ben-Hur and Noble, 2005). The problem is viewed as a single pattern recognition problem; that of classifying pairs of genes as ‘interacting’ or ‘not interacting’, using the training graph as a set of training edges with known labels. Note that a major difference with our local approach is that the goal is here to label edges, while our goal is to label vertices. As a result, while we can directly use the kernel matrix to train the local SVM, the pairwise SVM approach requires the definition of a kernel between edges. This kernel between a pair of genes \((u, v)\) and another pair \((w, t)\) is defined by Ben-Hur and Noble, (2005) to be:

\[
K_{\text{pair}}((u, v), (w, t)) = K(u, w)K(v, t) + K(u, t)K(v, w),
\]

where \(K\) is the kernel between individual genes or proteins. Another difference between the pairwise SVM and the local SVM approaches is that if there are \(n\) vertices in the training set, the former must train a SVM over \(n(n - 1)/2\) training points (all pairs of distinct vertices in the training set), while the later must train \(n\) SVM over \(n - 1\) training points (the vertices in the training set). As SVM complexity and memory requirements scale at least quadratically with respect to the number of training points, the pairwise SVM trained on all training pairs scales at least in \(O(n^4)\), and raises practical issues in terms of memory storage and convergence time that we were not able to solve on current desktop machines. Instead of considering all training pairs for the pairwise SVM, we therefore followed Ben-Hur and Noble, (2005) and only randomly subsampled a set of \(n\) negative pairs among all negative pairs, to obtain a balanced training set of size \(2n\).

2.5 Experimental protocol

In order to compare the performance of the different methods, we perform systematic experiments simulating the process of network inference from genomic data on known biological networks. Each experiment is a full 5-fold cross-validation experiment, where at each fold, 90% of the proteins are considered as training vertices, while the remaining 20% are considered as test proteins. The methods are trained on the training proteins only, and for the local SVM and the pairwise SVM methods the \(C\) parameter of the SVM is also tuned using the training set only. Each method must then rank the possible interactions between proteins in the test set and proteins in the training set from the most likely to the less likely.

The quality of the ranking is assessed using two criteria. First, as in previous studies, we compute the ROC curve of true positives as a function of false positives when the threshold to predict interactions from the ranking varies. The area under the ROC curve (AUC) is used to summarize the ROC curve. Although widely used in classification, the AUC criterion is not relevant for practical applications in our case because there are many more negative than positive examples. What matters in practice is that, among the best-ranked predictions that could potentially be experimentally tested, a sufficient quantity of true positives is present. One way to quantify this is to look at the FDR, i.e., the ratio of false positive among all positive predictions. In order to estimate how the FDR varies with the quantity of positive predictions, we compute the curve of FDR as a function of the percentage of true positive among all positives. The area under the FDR curve (AUF) provides a quantitative assessment of how small the average FDR is. Ideally, a method with perfect classification would have an AUC of 1 and an AUF of 0; a random classifier would have an AUC of 0.5 and an AUF close to 1 (more precisely, an AUF equal to the proportion of not connected pairs among all pairs).

3 DATA

We assess the performance of our method and compare it to a variety of other methods using two benchmark biological networks. First, we consider the problem of inferring the
metabolic gene network of the yeast *Saccharomyces cerevisiae* with the enzymes represented as vertices, and an edge between two enzymes when the two enzymes catalyze successive reactions. This dataset, proposed by Yamanishi et al. (2005), consists of 668 vertices (enzymes) and 2782 edges (functional relationships) and was extracted from the KEGG database (Kanehisa et al., 2004). Second, we test the different methods on the problem of inferring protein–protein interactions on a dataset provided by von Mering et al. (2002). As in Kato et al. (2005), we only kept high confidence interactions supported by several experiments which, after removal of proteins without interaction, resulted in a total of 2438 edges among 984 proteins.

In order to predict edges in these networks, we used various genomic datasets collected in the original publications where the benchmarks were proposed. Following Yamanishi et al. (2005), to infer the metabolic network we used first expression data measured by Eisen et al. (1998) and Spellman et al. (1998) on 157 experiments, second we used a vector of 23 bits representing the localization of the enzymes (found or not found) in 23 locations in the cell determined experimentally (Huh et al., 2003), and last the phylogenetic profiles of the enzymes as vectors of 145 bits denoting the presence or absence of the enzyme in 145 fully sequenced genomes (Kanehisa et al., 2004). Regarding the reconstruction of the protein–protein interaction network, we follow Kato et al. (2005) and use, in addition to gene expression, protein localization and phylogenetic profiles, yeast two-hybrid data obtained from Ito et al. (2001) and Uetz et al. (2000).

All methods tested below require that the data be first processed and transformed into positive semi-definite matrices of similarities between genes. We performed this operation as described in Yamanishi et al. (2005) and Kato et al. (2005). Each matrix, in particular, is constant equal to 1 on the diagonal. This transformation of data into similarity matrices, or *kernel* matrices, not only enables the use of the algorithms for network inference, but also provide a convenient framework for heterogeneous data integration. Indeed, for each network we also created an *integrated kernel*, which is simply obtained by summing the kernels corresponding to each dataset. For example, in the case of the metabolic network, we define:

\[
K_{\text{int}} = K_{\text{exp}} + K_{\text{loc}} + K_{\text{phy}},
\]

where \(K_{\text{exp}}\) is the kernel derived from expression data, \(K_{\text{loc}}\) the kernel derived from cellular localization data and \(K_{\text{phy}}\) the kernel derived from phylogenetic profiles. Adding kernels corresponding to different data is a simple and powerful method to integrate heterogeneous data in a predictive model (Pavlidis et al., 2002; Yamanishi et al., 2004).

## 4 RESULTS

We compared systematically all methods on both benchmark experiments. Results are summarized in Tables 1 and 2. We see in Table 1 that in terms of AUC, the local model performs on average as well as all of the non-direct methods. In particular,

### Table 1. Network reconstruction performance in terms of AUC

<table>
<thead>
<tr>
<th>Method</th>
<th>Metabolic</th>
<th>Protein–protein interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exp</td>
<td>loc</td>
</tr>
<tr>
<td>Direct</td>
<td>50.2 ± 1.5</td>
<td>56.5 ± 1.3</td>
</tr>
<tr>
<td>kCCA</td>
<td>63.7 ± 1.6</td>
<td>58.2 ± 1.0</td>
</tr>
<tr>
<td>kML</td>
<td>69.2 ± 2.6</td>
<td>57.0 ± 5.6</td>
</tr>
<tr>
<td>em</td>
<td>66.4 ± 1.8</td>
<td>65.6 ± 1.0</td>
</tr>
<tr>
<td>Pkernel</td>
<td>70.3 ± 2.3</td>
<td>58.2 ± 5.9</td>
</tr>
<tr>
<td>local</td>
<td>69.3 ± 1.9</td>
<td>56.0 ± 3.3</td>
</tr>
</tbody>
</table>

For each method (‘Direct’: direct method; ‘kCCA’: kernel canonical correlation analysis method; ‘kML’: kernel metric learning method; ‘em’: em projection method; ‘Pkernel’: tensor product pairwise kernel with SVM and ‘local’: local models with SVM), we show the AUC estimated by 5-fold cross-validation on the reconstruction of the metabolic network and the protein–protein interaction network from different datasets (‘exp’: expression data; ‘loc’: cellular localization; ‘phy’: phylogenetic profile and ‘int’: integration of the individual datasets).

### Table 2. Network reconstruction performance in terms of FDR

<table>
<thead>
<tr>
<th>Method</th>
<th>Metabolic</th>
<th>Protein–protein interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exp</td>
<td>loc</td>
</tr>
<tr>
<td>Direct</td>
<td>98.7 ± 0.1</td>
<td>98.3 ± 0.2</td>
</tr>
<tr>
<td>kCCA</td>
<td>96.9 ± 0.4</td>
<td>98.2 ± 0.1</td>
</tr>
<tr>
<td>kML</td>
<td>97.2 ± 0.5</td>
<td>98.3 ± 0.2</td>
</tr>
<tr>
<td>em</td>
<td>97.0 ± 0.1</td>
<td>97.2 ± 0.1</td>
</tr>
<tr>
<td>Pkernel</td>
<td>95.5 ± 0.2</td>
<td>98.3 ± 0.2</td>
</tr>
<tr>
<td>local</td>
<td>93.9 ± 1.9</td>
<td>98.2 ± 0.5</td>
</tr>
</tbody>
</table>

This table shows the performance of each method on each benchmark experiment in terms of AUF.
however, the local kernel gives the best AUC for the metabolic network integrated kernel, and gives a comparable result to the other methods for the protein–protein interaction integrated kernel. However, more importantly for practical applications, Table 2 shows the remarkable performance of the local method using the integrated kernel in terms of the FDR curve. This gain is further illustrated in Figure 6 for the metabolic network, and in Figure 7 for the protein–protein interaction network. Whilst indeed for each dataset considered separately (‘exp’, ‘loc’ or ‘phy’), there is nothing particularly striking about the local method as compared to the others, the fact of summing these three dataset’s kernels results in being able to correctly predict up to a total of 45% of the positive examples whilst maintaining an extremely small FDR, as shown in Figure 4B. This can incidentally be seen already in Figure 4A with the steep ascent of the local method’s ROC curve close to the origin.

This is a surprisingly strong result. Perhaps for the first time for this metabolic network, an in silico method is powerful enough to have direct practical applications for biologists. Given an enzyme which is either newly discovered or for which the directly related enzymes are still undetermined, it follows that we can predict 45% of its directly related enzymes, e.g. 10 enzymes, and only make on average 10 mistaken other predictions. This is a magnitude of order time-saving with respect to having to consider literally hundreds of possibly related enzymes.

Figure 5B shows a similar result for the protein–protein interaction network, in that the local method using the integrated kernel significantly outperforms the other methods in terms of keeping a low FDR with respect to the ratio of true positives, though this effect is less powerful than for the metabolic network. Indeed, as before, this result can be noticed directly via Figure 5A with the steep ascent of the local method ROC curve with respect to the other curves close to the origin.

5 DISCUSSION
We have proposed a conceptually simple approach for supervised graph reconstruction, based on learning independent local models to predict which new vertices are connected
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Fig. 6. Performance of the local SVM method with various datasets for the reconstruction of the metabolic network. (A) The ROC curves, and (B) the FDR curves. Each curve corresponds to one dataset: ‘exp’ = expression data, ‘loc’ = cellular localization data, ‘phy’ = phylogenetic profiles and ‘int’ = integration of all data by summing the corresponding kernels. We note the dramatic improvement resulting from the integration of all data over each data taken individually.

Fig. 7. Performance of the local SVM method with various datasets for the reconstruction of the protein–protein interaction network. (A) The ROC curves, and (B) the FDR curves. Each curve corresponds to one dataset. ‘exp’, ‘loc’, ‘phy’ and ‘y2h’ correspond respectively to gene expression, cellular localization, phylogenetic profiles and yeast 2-hybrid data. ‘int’ corresponds to the integration of all data.

to each node in the training set. Immediately we can perceive some advantages and disadvantages of this method. In terms of advantages, this algorithm leaves the user entirely free to choose a class of classification rules and the criteria used for choosing a specific rule from that class. This means that any useful prior knowledge can be implemented into the classification task. However here, in order to more easily directly compare results, we used the kernels created in Yamanishi et al. (2005) and Kato et al. (2005). Therefore, there is indeed strong potential that the local method could perform even better given more pertinent kernel matrices.

We note also that the local method potentially has a de-noising capacity in that a classification rule is specifically used for each vertex of the graph G, so no effects from choosing the ‘averagely best rule’ over the whole graph are encountered. This means that an optimum performance of the combined set of chosen rules is achieved over the whole graph, which is not necessarily the case for a global method. Furthermore, it is easy to envision an extension where the graph G is only partially known, i.e. when instead of knowing whether or not there is an edge between every pair of vertices, we only know this for some pairs of vertices but not all. By using the parts of the graph we do know to select rules, vertex by vertex, with this method, we can then apply these rules to predict the existence or absence of the unknown edges between these same vertices of the graph G.

Another potential advantage of the local approach is that it straightforwardly extends to the inference of directed graphs, that are more natural representations of regulatory or signaling pathways than undirected graphs, in particular. Indeed one could proceed by training two SVM for each node, one to identify the vertices pointing from and the other to identify the vertices pointing to the local node. Combined with the fact that the training of a local SVM only requires a description of the
local subnetworks suggest a variety of promising applications, e.g. the identification of genes regulated by a transcription factor of interest. In terms of disadvantages, the very fact that this is not a global rule can be seen as a weakness. Specifically, if we instead have two new vertices $X_i$ and $X_k$, we cannot immediately predict whether there is an edge between them. However, if the number of new vertices is small with respect to the number of vertices of $G$, this is not such a large problem in terms of the percentage of the whole graph ($G$ plus the new vertices and edges) we can predict. In any case, possible solutions include (for biological graphs) experimentally verifying the existence or absence of the remaining edges in vivo, or (for any type of graph) relating one of two new vertices to the closest vertex $X_i$ of $G$ (under some metric) and then stealing the classification rule related to $X_i$. The development of this type of solution is beyond the scope of the present article, and will depend in particular on the class of classification rules implemented by the user.

We emphasize again that data integration via the simple addition of different kernels had a remarkable effect on improving the performance of the local method. Whilst this kind of improvement has been seen before to a small extent, in the present case the results were startling. Further improvement might be possible by replacing the simple sum of kernels by, e.g. weighted sums, building on recent works on the problem of learning from multiple kernels (Lanckriet et al., 2004).

Taking into account the strong performance of the local method with the integrated kernel, as seen in the FDR curves, especially for the metabolic network, it now seems possible that these results can be directly applied to real present biological problems such as finding missing enzymes or predicting new pathways. In the metabolic network, e.g. there are more than 220,000 pairs of enzymes for which no direct functional relationship is known. It would seem very likely that some of these are in fact directly related enzymes, yet have never been experimentally found to be such. Using the local method results, it would therefore seem like a good strategy to take pairs of enzymes which were very strongly predicted to be directly related, but for which no direct relationship is yet known, and to test if they are related by lab experiments. We intend to proceed with an explicit enumeration of these predictions and experimental validation in future work.

Due to these improved developments in prediction accuracy for at least up to 50% of the true positively labelled examples (which is furthermore remarkable in the sense that the number of negative examples vastly outweighs the number of positive examples), we wonder whether the FDR curve is not a more pertinent performance measure than the AUC value for extremely unbalanced (positive versus negative examples) problems. Indeed, what is at present critical in ROC curves is the behaviour of the curve close to the origin, rather than precisely the AUC value. For the present benchmark datasets (which are extremely unbalanced), as the goal is indeed practical biological applications, an ROC curve which rises steeply close to the origin but then performs poorly far from the origin is in a sense better than an ROC curve which does exactly the opposite, even if this curve has a higher AUC value. We suggest that in future work on such unbalanced problems, the FDR curve must also play an important role in the evaluation of new methods, and not only the AUC value.
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