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ABSTRACT

Motivation: Traditional methods to identify potential binding sites of known transcription factors still suffer from large number of false predictions. They mostly use sequence information in a position-specific manner and neglect other types of information hidden in the proximal promoter regions. Recent biological and computational researches, however, suggest that there exist not only locational preferences of binding, but also correlations between transcription factors.

Results: In this article, we propose a novel approach, OSCAR, which utilizes one-class SVM algorithms, and incorporates multiple factors to aid the recognition of transcription factor binding sites. Using both synthetic and real data, we find that our method outperforms existing algorithms, especially in the high sensitivity region. The performance of our method can be further improved by taking into account locational preference of binding events. By testing on experimentally-verified binding sites of GATA and HNF transcription factor families, we show that our algorithm can infer the true co-occurring motif pairs accurately, and by considering the co-occurrences of correlated motifs, we not only filter out false predictions, but also increase the sensitivity.

Availability: An online server based on OSCAR is available at http://bioinfo.au.tsinghua.edu.cn/oscar.
Contact: zhangxg@tsinghua.edu.cn

1 INTRODUCTION

Identification of transcription factor binding sites (TFBSs) and the corresponding motifs plays a pivotal role in the understanding of the transcriptional regulation mechanism. Recently, the advent of DNA microarray techniques and ChIP-chip experiments has significantly improved our ability to identify those important cis-regulatory elements. However, since these experimental procedures are expensive and time-consuming, computational methods are still needed for predicting TFBSs.

The task of computational identification of TFBSs can be divided into two main categories. One is motif discovery, i.e. to discover a motif as well as its putative sites in a collection of genomic sequences that are expected to be bound by the same factor. Many state-of-the-art algorithms, such as MEME (Bailey and Elkan, 1994), Bioprospector (Liu et al., 2001), YMF (Sinha and Tompa, 2002), etc. (for a recent review, see Tompa et al., 2005), were designed to this end. The other task is motif search, i.e. to scan potential binding sites of a known transcription factor, often, on a genomic scale. Several tools like MatInspector (Quandt et al., 1995) and MATCHTM (Kel et al., 2003) were developed to search for putative TFBSs in DNA sequences by using position weight matrices (PWMs; Stormo et al., 1982) in TRANSFAC® (Wingender et al., 2000) or JASPAR (Sandelin et al., 2004) databases. In this article, we focus on the latter task, which is to recognize the putative binding sites of known transcription factors.

Previous works to predict new putative TFBSs based on known binding sites still suffer from large number of false predictions when applied in a genomic scale. Most commonly used tools ignore the extra information in and beyond the TFBSs, such as the conservation of the binding site locations and the co-occurrences of other motifs in the promoter sequences. There is ample evidence that many cis-regulatory elements show preferred locations (FitzGerald et al., 2004; Frith et al., 2003; Xie et al., 2005) and precise organizations (Boyer et al., 2005; Odom et al., 2006) within promoter sequences. A search of the binding sites on the entire genome without such information usually returns a large number of sites, many of which are not functional in vivo, although they would probably bind to the transcription factor if they were in proper genomic contexts.

Recently, many classification algorithms, such as support vector machines (SVMs), have been applied to discriminate false predictions from the true ones in TFBS recognition (Holloway, 2005; Sun et al., 2006) and other applications. Jaakkola et al. (2000) proposed a discriminative framework with a variant of SVMs to detect protein homology, which can potentially be applied to the detection of TFBSs. Special string kernels in SVMs were also designed to process the regulatory regions of genes, in order to recognize a given class of promoter region, and simultaneously identify a collection of relevant, discriminative sequence motifs (Leslie et al., 2004; Rätsch et al., 2005; Sharan and Myers, 2005; Sonnenburg et al., 2005a,b; Vert et al., 2005). However, as with other classification techniques, a set of known positive and negative samples must be supplied to the SVMs. With limited instances of experimentally-verified binding sites, it is hard to determine a ‘negative’ set of sequences, to which a transcription factor will certainly

*To whom correspondence should be addressed.

© The Author 2007. Published by Oxford University Press. All rights reserved. For Permissions, please email: journals.permissions@oxfordjournals.org 2823
not bind (Hong et al., 2005). In fact, there exists no site (separated from its context) that will never be bound by a transcription factor, but only sites that are unlikely to be bound. In this sense, recognition of TFBSs may not be well characterized as a standard two-class classification problem.

In this article, we exploit the one-class SVM, rather than two-class approaches, to estimate the support of probability distribution of known TFBSs, i.e. the region where most known (positive) samples live in the feature space. Our method, named OSCAR (One-class Support vector machine for Cis-element Accurate Recognition), simultaneously considers the nucleotide composition of all the positions within a binding site, and further incorporates locational preferences and co-occurrences of DNA motifs. We first demonstrate that our novel approach outperforms existing algorithms on synthetic data. Applying our method to promoter regions in the Eukaryotic Promoter Database (EPD; Praz et al., 2002) with annotated TFBSs from TRANSFAC®, we find that the performance of our algorithm can be further improved by considering the locational preferences of binding events. We also show that the mutual interactions of transcription factors can be identified and exploited by using our method. Furthermore, the application of our method to recognize the binding sites of GATA and HNF transcription factor families indicates that the integration of co-occurrence information not only decrease false positives, but also increase the sensitivity of the prediction.

2 MATERIALS AND METHODS

2.1 Databases for identification of TFBSs

In this study we used two databases: (1) TRANSFAC® (release 9.4; Wingender et al., 2000) is a database that provides data on transcription factors and their binding sites in promoters of eukaryotic genes as well as a library of PWMs. It also offers an additional profile, called ‘nonredundant profile for vertebrates’, by categorizing PWMs into groups on the basis of the linked transcription factors and selecting just one ‘best’ matrix from each group. (2) The EPD (Praz et al., 2002) is an annotated nonredundant collection of eukaryotic promoters, for which the transcription start site (TSS) has been determined experimentally. The annotation part of an entry includes description of the initiation site mapping data, cross-references to other databases including TRANSFAC®.

2.2 One-class SVM and basic OSCAR algorithm

One-class SVM (Schölkopf et al., 2001) was proposed to estimate the support of a high-dimensional distribution, i.e. the region where most of the data live in the high-dimensional feature space. It returns a prediction function $f$ that takes the value $+1$ in a ‘small’ region capturing most of the data points, and $-1$ elsewhere.

Given known binding sites of a particular transcription factor, we first encode each site $s$ with length $L$ into a binary string $x$ with length $4L$. The nucleotide at each position of the binding site is mapped into a 4-dimension vector in $\{0,1\}$-space with following rule: $A \rightarrow 0001, C \rightarrow 0010, G \rightarrow 0100$ and $T \rightarrow 1000$. To determine whether a DNA sequence $s_q$ with length $L$ is a putative binding site of the transcription factor, $s_q$ is transformed into a binary string $x_0$ in the same way, and the prediction function is given as:

$$f = \text{sign}(w \cdot x_0 - \rho), \quad (1)$$

where the weight $w$ and parameter $\rho$ are determined by the one-class SVM training algorithm given below. Note that $w$ can be denoted in a matrix form: $M_i = w_{n \times i}$, where $i = 1, \ldots, L$, and $j = 1, \ldots, 4$ correspond to four nucleotides. Regarding the parameter $\rho$ in prediction function (1) as a threshold, we come to a scoring scheme similar to PWM-based methods, yet in our method nucleotide preferences at different positions within a binding site are considered simultaneously in SVM model.

To be more specific, consider the training data $x_1, \ldots, x_n \in \Phi$, where $x_i$ is a binary string encoded by a known binding site, $\Phi$ is a $\{0,1\}$-vector space with $4L$ dimension, and $f$ is the number of known binding sites. One-class SVM solves the following quadratic programming problem:

$$\min_{w \in \Phi, c \in \mathbb{R}, \rho \in \mathbb{R}} \frac{1}{2} \|w\|^2 - \frac{1}{m} \sum_{i=1}^{m} \xi_i - \rho,$$

subject to $(w \cdot x_i) \geq \rho - \xi_i, \xi_i \geq 0.$ \quad (2)

Here, $r \in (0,1)$ is a user-defined parameter.

For the $x_i$’s that the equalities in (2) hold at the solutions of $w$ and $\rho$, we have $r = (w \cdot x_i)$ and $x_i$ is named a ‘support vector’. Since nonzero slack variables $\xi_i$ are penalized in the objective function, we can expect that the prediction function (1) will be positive for most samples contained in the training set, while the regularization term $\|w\|^2$ will still be small. The actual trade-off between these two goals is controlled by $r$. In fact, Schölkopf et al. (2001) have proved that $r$ is an upper bound on the fraction of outliers and a lower bound on the fraction of support vectors.

To solve $w$ and $\rho$ from problem (2) and (3), we use the LIBSVM package (Chang and Lin, 2001) for the implementation of a one-class SVM. In our applications, one-class SVM is used to construct prediction functions with training sets containing only experimentally-verified binding sites of known transcription factors. The algorithmic framework of a one-class SVM not only enables us to exploit the nucleotide composition of known binding sites, but also allows us to consider their locational preferences and effects of TFBS co-occurrences.

2.3 Incorporating locational preference

Binding sites of many transcription factors show preferred locations within promoter regions, which are influenced by nucleosome occupancy (Segal et al., 2006), chromatin structure and other factors. The locational preferences of binding events can be conducive to the recognition of functional binding sites in genome. A one-class SVM can serve as a good algorithmic frame, which allows us to exploit this type of information when the relative locations to the TSS of known binding sites are available. To encode such information, we first divide the promoter regions that contain the binding sites in training data into $K$ consecutive intervals relative to TSS, where $K$ and the length of each interval are user-defined parameters. We recommend choosing the interval length from 150 bp to 300 bp, which is approximately the total length of a nucleosome unit and the linker region. The location of a known binding site, if available, is described by a binary string with length $K$, in which a nonzero value indicates the occurrence of binding sites in the corresponding interval (see examples in Fig. 1). This additional string is concatenated to the original string that depicts the nucleotide composition of a binding site, as the training vector of the one-class SVM. Note that if the location of binding site is not known, the additional string will be all zero, and the corresponding method will become the basic OSCAR algorithm.

![Fig. 1. Illustration for encoding locational preferences in OSCAR-L. The arrow indicates TSS; colored intervals delineate the division of the promoter region; boxes denote the locations of binding sites, and the locational coding of each site is given.](https://academic.oup.com/bioinformatics/article-abstract/23/21/2823/373474)
To search for putative binding sites of the transcription factor in a promoter region, the region is divided into intervals according to its TSS in the same way as described above. The sites in different intervals are encoded accordingly, and determined by the prediction function in the one-class SVM. To distinguish the algorithm that incorporates locational preferences from the basic OSCAR algorithm, we call this one OSCAR-L.

2.4 Exploiting co-occurrence information

Gene regulation is often achieved by a precise organization of multiple transcription factors. Some transcription factors are by nature moderately or poorly specific in their DNA binding and achieve higher specificity only in the context of other binding partners. In this subsection, we further extend OSCAR to recognize putative binding sites with a proximal binding of other co-factors. We call this method OSCAR-C.

First, a set of $M$ candidate motifs that may co-occur with a specific transcription factor (named ‘primary TF’ here) is obtained from the database or predefined by the user. To search for the binding sites of the primary TF in a promoter region, $M$ additional bits are added to the previous binary string, each of which indicates whether the corresponding candidate motif appears in this region. In the training process, the occurrences of a candidate motif in a promoter region can be determined from the annotations in the database. While in the predictions when we do not have the knowledge about the binding of candidate motifs, the prediction function obtained by the OSCAR-L algorithm described in the above subsection can be used to identify the occurrences of candidate motifs.

The candidate motif set may contain irrelevant motifs, and lead to over-fitting of the algorithm. Thus, the accuracy of prediction might be improved through the exclusion of candidate motifs with little relevance to the binding of the primary TF. Besides, knowing which candidate motifs are relevant can give insight to the interactions between transcription factors. Therefore, a criterion similar to SVM-RFE (Guyon et al., 2002) is proposed to perform the selection of co-occurring candidate motifs according to their contributions in predicting the binding of the primary TF. Assume that $w_m$ is the weight corresponding to the occurrence of the $m$th candidate motif in prediction function, we use $w_m$ as the ranking score to select relevant candidate motifs. Let $J$ denote the objective function in (2), which becomes $(1/2) ||w||^2$ when data points are separable from the origin. Our ranking criterion is then explained by the OBD algorithm (LeCun et al., 1990), which approximates the change in objective function due to the removal of the $i$-th feature by expanding objective function $J$ in the Taylor series to the second order:

$$
\Delta J(m) = \frac{\partial J}{\partial w_m} \Delta w_m + \frac{\partial^2 J}{\partial w_m^2} (\Delta w_m)^2,
$$

where $m = 1, ... , M$. At the minimum of $J$, the first order term can be neglected. With $J = (1/2) ||w||^2$, Equation (4) becomes $\Delta J(m) = (\Delta w_m)^2$, where $\Delta w_m = w_m$ corresponds to removing the $m$-th feature.

Given a cut-off on the ranking list, we can obtain candidate motifs relevant to the binding of the primary TF. The indicators for the binding of selected motifs are used in the one-class SVM algorithm together with other features, and an integrated prediction function is finally obtained.

3 EXPERIMENT RESULTS

3.1 Results on synthetic data

We begin by evaluating our methods on synthetic data. To this end, we retrieve the binding sites of transcription factors from TRANSFAC® (release 9.4) nonredundant profiles, and 63 vertebrate transcription factors with more than 10 annotated binding sites are selected. To avoid over-fitting effects in evaluating algorithms, Leave-One-Out Cross Validation (LOOCV) is performed together with the synthetic procedure: for a set with $N$ known binding sites of a transcription factor, we first randomly implant a site into an artificial sequence that is generated according to uniform nucleotide compositions, and then we apply the basic OSCAR algorithm, which uses the remaining $N - 1$ sites as training data, to predict putative binding sites in the synthetic sequence. This step is repeated $N$ times with each site implanted into a random sequence. To make comparisons, we test the performance of three other methods: simple PWM based on log-odds ratio (LOPWM), MATCHTM (Kel et al., 2003) and P-Match (Chekmenev et al., 2005), which are closely interconnected with TRANSFAC® database. MATCHTM is a representative PWM-based tool for searching putative transcription factor binding sites in DNA sequences, while P-Match is a newly developed tool that combines pattern matching and weight matrix approaches.

In synthetic data, the locations of binding events are known with certainty, which enable us to evaluate the predicting ability of different tools according to known binding sites in simulated sequences. A predicted position is a true-positive (TP) prediction if it coincides with a known binding site, and it is a false-positive (FP) prediction otherwise. To assess the performance of algorithms, we calculate the true positive rate (TPR, also known as ‘sensitivity’), which is the ratio of the number of true positives to the total number of known binding sites, and false positive rate (FPR), which is the ratio of the number of false positives to the total number of nonsite positions. A curve of FPR versus TPR can be plotted while a threshold parameter is varied. This curve, which is called ROC (receiver operating characteristics) curve, is a comprehensive and objective way to compare the performance of methods as a tradeoff between specificity and sensitivity. ROC curves are obtained by setting $v$ of one-class SVM in a range from 0.1 to 0.9. To evaluate MATCH and P-Match, we vary the two cut-offs of each algorithm in a complete range of values, and report the maximum TPR achieved at a given FPR.

In Figure 2, the area under the ROC curve indicates that OSCAR is able to pick out more TP sites given fixed number of false predictions in the region of high FPR (with a relatively small $v$). In the low FPR region, the performance of OSCAR is comparable with LOPWM and MATCH algorithms. This can be explained by the fact that the number of support vectors in the training samples increases as $v$ becomes larger, and as a result, the weight vectors of the basic OSCAR algorithm become similar to the entries of traditional PWMs.

3.2 Results on EPD promoter regions

To verify our methods on real biological data, we determine the locations of TFBSs in TRANSFAC® database according to the annotations in EPD (release 85). Among all the transcription factors in TRANSFAC® nonredundant profiles, binding sites of 45 vertebrate transcription factors can be identified, corresponding to totally 124 promoters in EPD85 (data available from our website). Promoter regions from upstream
1000 bp to downstream 300 bp are retrieved. To test the sensitivity of algorithms, we use the LOOCV procedure as follows: for a set with $N$ known binding sites of a transcription factor, we obtain a prediction function on $N/C_0$ sites and test the remaining site based on the score. This step is repeated $N$ times with each site serving as testing sample. TPR is equal to the number of predicted binding sites divided by total number of known sites. For the purpose of test, we construct a background set, which presumably contains few true TFBSs, by randomly permuting the sequences of promoter regions in the training set with conserved di-nucleotides (Coward, 1999). Predictions were made on the background set by moving a scanning window of the motif length at the step of 1 bp. The FPR is calculated as the ratio of the number of predictions to the total number of base-pairs on background sequences. The evaluations of LOPWM, MATCH, P-Match and the basic OSCAR algorithms are performed by using the same procedure. Besides, we also apply the OSCAR-L algorithm to incorporate the locational preference, by dividing each promoter region into five consecutive intervals with equal length of 260 bp. ROC curves in Figure 3 show the overall performance of different methods on EPD promoters for all 45 transcription factors.

As we can see, OSCAR and P-Match are generally more accurate than LOPWM and MATCH in the area of high FPR, while OSCAR, LOPWM and MATCH are comparable in the low FPR region, which are consistent with observations in literature (Chekmenev et al., 2005) and the results on our synthetic data. As expected, the overall performance can be improved by incorporating locational preferences into the basic OSCAR algorithm (OSCAR-L). At a given sensitivity level, OSCAR-L will result in a smaller FPR than the basic OSCAR algorithm when averaged over all 45 transcription factors (see Supplementary Table 1).

3.3 Results on GATA and HNF family

In order to check the ability of our method to reveal known TFBSs through identifying and utilizing co-occurring motifs (OSCAR-C), we test OSCAR-C and other methods on two additional data sets involving GATA factor and HNF factor family, which have relatively large numbers of binding sites that can be identified on EPD promoters. To apply the OSCAR-C algorithm, 141 motifs in TRANSFAC database for vertebrates constitute the candidate motif set. Their co-occurrences with the binding sites of the primary TF are input as additional features to obtain the prediction function. To further evaluate the statistical significance of co-occurring motifs selected by the OSCAR-C algorithm, we randomly permute the bases in the promoter sequences, while preserving the confirmed sites of the primary factor. The permutation is repeated for 100 times, and the OSCAR-C algorithm is applied to each permuted set. The distribution of the largest and second largest absolute values of weights are used to access the significance of the top two motifs on the ranking list, respectively.

3.3.1 GATA factor binding sites

Transcription factors in the GATA family are so-called because they bind to the consensus DNA sequence ‘(A/T)GATA(A/G)’. They are shown to play critical roles in development, including in cell-fate specification, regulation of differentiation and control of cell proliferation and movement (Patient and Meghee, 2002). We extract 13 EPD promoter regions, which contain 25 TRANSFAC annotated binding sites of a GATA transcription factor (VSGATA_Q6). The two most relevant motifs that co-occur with the binding of GATA factor is identified by the OSCAR-C algorithm and given in the first row of Table 1, together with the $P$-values evaluated by the procedure described above. The co-occurrences of GATA with NF-Y and Sp1 factors are...
consistent with biological evidence in the literature (e.g. Huang et al., 2004; Furusawa et al., 2003).

We incorporate co-occurrences of two motifs to predict binding sites of GATA factor. Again, we use LOOCV procedure to test the TPRs of MATCH, P-Match, the basic OSCAR, OSCAR-L and OSCAR-C algorithms. FPRs are also evaluated by randomly shuffling the promoter regions in training set. Table 2 shows the TPRs of different methods given fixed number of false predictions. A complete plot of ROC curves is given in Supplementary Figure 1. We can see that there is a clear advantage from utilizing co-occurrence information, indicating that the integration of co-occuring motifs not only decreases false predictions, but also increases sensitivity by enhancing the signal strength.

### 3.3.2 HNF family binding sites

Hepatocyte nuclear factors 1, 3 and 4 (HNF-1, -3 and -4) are liver-enriched transcription factors that function in the regulation of several liver-specific genes (Kistaki and Talianidis, 1997). Totally 22 promoter regions are extracted from EPD85 with annotated binding sites for transcription factor HNF-1 (on 7 promoters), HNF-3 (on 7 promoters) and HNF-4 (on 13 promoters) in TRANSFAC®. Motifs co-occurring with different factors in HNF family are identified and evaluated separately, and the co-occurrences of other motifs in promoter regions. Applying our method to synthetic as well as real data, we have demonstrated the advantage of the proposed strategy, and confirmed the conclusion that incorporation of locational preference can improve the performance of prediction. We also illustrate how the method can be used to identify and utilize co-occurring motif pairs in predicting binding sites of two transcription factor families.

Note that, in the OSCAR algorithm, we construct a linear prediction function, which assumes an additive contribution from each position towards the score. Different from PWM-based methods, our method allows for encoding each binding site as a unitary vector. Some higher-order models, such as Bayesian tree structure (Barash et al., 2003) or di-nucleotide interactions (Zhou and Liu, 2004), were exploited to improve the prediction accuracy. However, even in cases where intra-site interactions exist, the additive model has been suggested to be a good approximation (Benos et al., 2002). In our applications, we limit to construct linear prediction rules. The ‘kernel trick’ in SVM, which allows for nonlinearly mapping into a high-dimensional feature space, can be used as well. We have tried both polynomial and RBF kernels in our experiments, but little improvement has been observed. Since high-dimensional feature spaces may suffer from low generalization ability, we recommend using the linear kernel in this context.

An extensive investigation of the correlated motifs in prediction can help us to better understand gene regulations mechanisms. In this article, we focus on how to recognize the binding sites of a particular transcription factor more accurately by exploring the related information more efficiently, but the method presented in this article can also be used

### Table 1. Motifs co-occurring with the binding of GATA factor and HNF family identified by the OSCAR-C algorithm

<table>
<thead>
<tr>
<th>TF family</th>
<th>Primary motif</th>
<th>Co-occurring motifs</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GATA</td>
<td>VSGATA_Q6</td>
<td>VSNFY_Q6_01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VSSP1_Q2_01</td>
<td>0.02</td>
</tr>
<tr>
<td>HNF</td>
<td>VSHNF1_Q6_01</td>
<td>VSPIT1_Q6</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>VSHNF3_Q6_01</td>
<td>VSCEBP_Q3</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>VSHNF4_Q6_01</td>
<td>VSSRF_Q5_02</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VSUSF_Q6_01</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### Table 2. TPR (%) of different method to identify GATA factor binding sites given fixed levels of FPR

<table>
<thead>
<tr>
<th>FPR (%)</th>
<th>OSCAR-C</th>
<th>OSCAR-L</th>
<th>OSCAR</th>
<th>P-Match</th>
<th>MATCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>100.0</td>
<td>96.0</td>
<td>92.0</td>
<td>68.0</td>
<td>48.0</td>
</tr>
<tr>
<td>0.5</td>
<td>96.0</td>
<td>84.0</td>
<td>84.0</td>
<td>48.0</td>
<td>40.0</td>
</tr>
<tr>
<td>0.1</td>
<td>84.0</td>
<td>64.0</td>
<td>48.0</td>
<td>NA*</td>
<td>20.0</td>
</tr>
<tr>
<td>0.05</td>
<td>68.0</td>
<td>48.0</td>
<td>44.0</td>
<td>NA*</td>
<td>20.0</td>
</tr>
</tbody>
</table>

*The lowest FPR that P-Match could achieve on this data set is 0.23%, corresponding to a TPR of 36.0%.

The co-occurrence information is exploited by OSCAR-C. Predictions are made separately for different factors in HNF family, and the results are summed up in Table 3 and Supplementary Figure 2. From the results in Table 3 and ROC curves in Supplementary Figure 2, we can find that they are consistent with what we have observed in the other studies, and that the performance of OSCAR-C is superior over other methods.

### Table 3. TPRs (%) of different method to identify TFBSs of transcription factors in HNF family given fixed levels of FPR

<table>
<thead>
<tr>
<th>FPR (%)</th>
<th>OSCAR-C</th>
<th>OSCAR-L</th>
<th>OSCAR</th>
<th>P-Match</th>
<th>MATCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>96.7</td>
<td>93.3</td>
<td>93.3</td>
<td>43.3</td>
<td>53.3</td>
</tr>
<tr>
<td>0.5</td>
<td>93.3</td>
<td>90.0</td>
<td>90.0</td>
<td>40.0</td>
<td>26.7</td>
</tr>
<tr>
<td>0.1</td>
<td>86.7</td>
<td>80.0</td>
<td>76.7</td>
<td>33.3</td>
<td>10.0</td>
</tr>
<tr>
<td>0.05</td>
<td>76.7</td>
<td>73.3</td>
<td>66.7</td>
<td>30.0</td>
<td>3.3</td>
</tr>
</tbody>
</table>

4 DISCUSSION

In this article, we use the one-class SVM algorithm to identify cis-regulatory elements in promoter regions when only limited, positive samples are available. To improve the accuracy of prediction, we further consider the preferences of binding site locations, and the co-occurrences of other motifs in promoter regions. Applying our method to synthetic as well as real data, we have demonstrated the advantage of the proposed strategy, and confirmed the conclusion that incorporation of locational preference can improve the performance of prediction. We also illustrate how the method can be used to identify and utilize co-occurring motif pairs in predicting binding sites of two transcription factor families.

Note that, in the OSCAR algorithm, we construct a linear prediction function, which assumes an additive contribution from each position towards the score. Different from PWM-based methods, our method allows for encoding each binding site as a unitary vector. Some higher-order models, such as Bayesian tree structure (Barash et al., 2003) or di-nucleotide interactions (Zhou and Liu, 2004), were exploited to improve the prediction accuracy. However, even in cases where intra-site interactions exist, the additive model has been suggested to be a good approximation (Benos et al., 2002). In our applications, we limit to construct linear prediction rules. The ‘kernel trick’ in SVM, which allows for nonlinearly mapping into a high-dimensional feature space, can be used as well. We have tried both polynomial and RBF kernels in our experiments, but little improvement has been observed. Since high-dimensional feature spaces may suffer from low generalization ability, we recommend using the linear kernel in this context.

An extensive investigation of the correlated motifs in prediction can help us to better understand gene regulations mechanisms. In this article, we focus on how to recognize the binding sites of a particular transcription factor more accurately by exploring the related information more efficiently, but the method presented in this article can also be used
to infer the co-occurrences of motifs in the future. In addition, we use discrete interval indicators for the division of promoter regions in order to utilize the locational information. Given larger amount of available data, the algorithm may be further improved by using the exact positions of binding events directly. Moreover, other types of information, such as the occupancy of nucleosome (an algorithm that can use nucleosome occupancy information in TFBS prediction is in preparation), evolutionary conservation between related species, and the tissue specificity of the downstream genes, may be further exploited by incorporating them into our method.
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