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**ABSTRACT**

**Motivation:** An approach for identifying similarities of protein–protein binding sites is presented. The geometric shape of a binding site is described by computing a feature vector based on moment invariants. In order to search for similarities, feature vectors of binding sites are compared. Similar feature vectors indicate binding sites with similar shapes.

**Results:** The approach is validated on a representative set of protein–protein binding sites, extracted from the SCOPPI database. When querying binding sites from a representative set, we search for known similarities among 2819 binding sites. A median area under the ROC curve of 0.98 is observed. For half of the queries, a similar binding site is identified among the first two of 2819 when sorting all binding sites according the proposed similarity measure. Typical examples identified by this method are analyzed and discussed. The nitrogenase iron protein-like SCOP family is clustered hierarchically using the proposed approach, with a median area under the ROC curve of 0.98. For half of the queries, a similar binding site is identified among the first two of 2819 when sorting all binding sites according the proposed similarity measure. Typical examples identified by this method are analyzed and discussed.
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1 INTRODUCTION

Geometric similarity plays an important role in structural biology, e.g. in the detection of the similarity of protein structures (Sierk and Kleywegt, 2004), or in the analysis of protein–protein binding interactions (Via et al., 2000). To support the analysis of protein interactions, there are methods available for backbone structure comparison (Holm and Sander, 1993; Shindyalov and Bourne, 1998), for local spatial comparison of patterns in ligand binding sites (Artymiuk et al., 2005; Kleywegt, 1999; Stark et al., 2003), for comparing surfaces of ligand binding sites (Holbauer et al., 2004; Morris et al., 2005), for searching ligand binding sites (Jambon et al., 2005; Shulman-Peleg et al., 2004b), for comparing protein binding sites (Hofbauer and Aszodi, 2005) or protein–protein interfaces (Bock et al., 2005, 2007; Shulman-Peleg et al., 2004a; 2005), and for analyzing protein–protein interactions (Cazals et al., 2006).

There are datasets of protein–protein interactions (Keskin et al., 2004) and databases emerging for the classification of protein–protein interfaces, such as SCOPPI (Kim and Ison, 2005; Winter et al., 2006) and SNAPPI (Jefferson et al., 2007).

Recently, the structural analysis of protein–protein interactions has received a lot of attention, but still there is a need for methods assisting in the structural comparison of protein–protein binding sites. Here, we address the problem of efficiently identifying similarities in defined binding sites employing shape recognition techniques.

While the concept of shape is mathematically difficult to formulate (Edelsbrunner and Mücke, 1994), shape recognition techniques have been developed and employed very successfully. Among others, there are techniques based on extended Gaussian images (Horn, 1984), geometric hashing (Wolfson and Riguoutsos, 1997), spherical harmonics (Kazhdan et al., 2003), shape distributions (Osada et al., 2002), barcode shape descriptors (Collins et al., 2004) and moment invariants (Hu, 1962) used for pattern recognition. Some of these, like geometric hashing (Shulman-Peleg et al., 2005), spherical harmonics (Cai et al., 2002; Morris et al., 2005) and shape histograms (Ankerst et al., 1999) have been successfully employed in structural bioinformatics. Also for identifying similarities between small-molecule ligands, shape comparison techniques have been successfully employed (Ballester and Richards, 2007; Grant et al., 1996).

Moment invariants are well established in 2D image analysis (Hu, 1962), have been extended for 3D pattern only much later (Flusser et al., 2003; Mamistvalov, 1998) and have not been applied to problems in structural bioinformatics yet.

We propose a novel, efficient approach for characterizing protein–protein binding sites such that similarities among them can be identified and protein binding sites can be classified structurally. The approach is based on a descriptor, capturing the essentials of the shape of each binding site in a vector of 3D moment invariants. This allows for comparing the shape independently from the sequence similarities between the binding sites. The approach is thus alignment-free, furthermore it does not need spatial superposition, and it is very runtime efficient.

*To whom correspondence should be addressed.*
In the rest of the article, we will briefly review the theory of 3D moment invariants, describe how to represent parts of macromolecules such that moment invariants can be computed, and present experiments on a representative set of structurally known binding sites to demonstrate the power of the proposed descriptor.

2 METHODS

2.1 Geometric and central moments in 3D

The raw moments of order \( p \) of a 3D density function \( \rho(x) = \rho(x_1, x_2, x_3) \) are defined in terms of the integral

\[
m_{p_1p_2p_3} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_1^{p_1} x_2^{p_2} x_3^{p_3} \rho(x) \, dx_1 \, dx_2 \, dx_3,
\]

where \( p = p_1 + p_2 + p_3 \). The central moments are defined as

\[
\mu_{p_1p_2p_3} = \int \int \int (x_1 - \bar{x})^{p_1} (x_2 - \bar{x})^{p_2} (x_3 - \bar{x})^{p_3} \rho(x) \, dx_1 \, dx_2 \, dx_3,
\]

where \( \bar{x}_i = m_{000}/m_{002} \), \( \bar{x}_2 = m_{020}/m_{002} \) and \( \bar{x}_3 = m_{002}/m_{002} \). Trivially, when the center of mass \((\bar{x}_1, \bar{x}_2, \bar{x}_3)\) is at the origin, the raw moments become the central moments.

2.2 Moment invariants

Moment invariants are rational functions of the moments that remain constant in value when the density \( \rho \) is subjected to transformation. For example, the following functions \( O_5, O_4, O_5, FL \) remain invariant, when \( \rho \) is subjected to orthogonal coordinate transformations (Flusser et al., 2003; Mamistvalov, 1998); i.e. the values of \( O_5, O_4, O_5, FL \) remain constant when \( \rho \) is rotated in 3D space:

\[
\begin{align*}
O_5 &= (\mu_{200} + \mu_{020} + \mu_{002})/\mu_{000}, \\
O_4 &= (\mu_{200} \mu_{020} - \mu_{110}^2 + \mu_{200} \mu_{002} - \mu_{010}^2)/\mu_{000}, \\
O_3 &= (\mu_{200} \mu_{020} + \mu_{110}^2 + \mu_{010}^2)/\mu_{000}, \\
O_2 &= (\mu_{200} \mu_{020} - \mu_{010}^2)/\mu_{000}, \\
FL &= (\mu_{200} + 6 \mu_{020} + 6 \mu_{110} + 6 \mu_{010} + 15 \mu_{002} - 3 \mu_{200} \mu_{020})/\mu_{000}, \\
& \quad + 6 \mu_{110} - 3 \mu_{010} \mu_{010} - 3 \mu_{010} \mu_{002} + \mu_{002} - 3 \mu_{020} \mu_{020} - 3 \mu_{010} \mu_{010} - 3 \mu_{002}/\mu_{000}.
\end{align*}
\]

These moment invariants characterize the density of an object independently from the object’s position or orientation. The particular functions are not invariant to scale. Since moments are continuous, the employed invariant functions of the moments are continuous as well. Slight changes in the density correspond to slight changes in the moment invariants. Similar density functions can be identified by approximating similar moment invariants. Thus, a feature vector \( \nu \) of the function \( \rho \) is subjected to transformation. For example, the following functions

\[
\begin{align*}
m_{1,0,10} &= a_{1,1} \rho + a_{1,2} \rho^2 + a_{1,3} \rho^3, \\
m_{2,0,10} &= a_{2,1} \rho^2 + a_{2,2} \rho^4 + a_{2,3} \rho^6, \\
m_{0,1,01} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3, \\
m_{0,0,02} &= a_{0,1} \rho^2 + a_{0,2} \rho^4 + a_{0,3} \rho^6, \\
m_{0,1,02} &= a_{0,1} \rho^2 + a_{0,2} \rho^4 + a_{0,3} \rho^6, \\
m_{0,1,10} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3.
\end{align*}
\]

The first few raw moments are as follows (Rinne, 2003, for example):

\[
\begin{align*}
m_{1,0,10} &= a_{1,1} \rho, \\
m_{2,0,10} &= a_{2,1} \rho^2 + a_{2,2} \rho^4 + a_{2,3} \rho^6, \\
m_{0,1,01} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3, \\
m_{0,0,02} &= a_{0,1} \rho^2 + a_{0,2} \rho^4 + a_{0,3} \rho^6, \\
m_{0,1,10} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3.
\end{align*}
\]

And since the distributions are independent along the coordinate axes:

\[
\begin{align*}
m_{1,10} &= a_{1,1} \rho^2, \\
m_{1,2} &= a_{1,1} \rho^2 + a_{1,2} \rho^4 + a_{1,3} \rho^6, \\
m_{1,0,10} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3.
\end{align*}
\]

Other normalization schemes were suggested, e.g. (Mukundan and Ramakrishnan, 1998); in our experiments the specific kind of normalization affects the overall result only to a limited extent (data not shown).

Normalized feature vectors \( \nu' \) of density functions can be stored and a database or data structure of feature vectors can be queried for similarities. Search for similarities can be performed efficiently, e.g. by storing feature vectors in a space efficient k-d-tree or in a more runtime-efficient and space-efficient range tree (Mehlhorn, 1984).

2.3 Describing molecules with moment invariants

For many molecules, coordinates of atoms are available from X-ray crystallography or NMR experiments. The coordinates of proteins, e.g. are deposited in the Protein Data Bank (PDB). With coordinates available, fitting a 3D Gaussian onto the center of each atom and summing over the Gaussians, the density of a molecule can be approximated (Grant et al., 1996). The density can be interpreted as the molecule’s shape. A feature vector characterizing the density thus serves to describe the molecule’s shape.

When all atoms are employed in the above summation of Gaussians, the complete molecule’s shape is characterized. Alternatively, the summation can be performed for only selected parts of the molecule. For example, the shape of the surface of a protein molecule can be approximated by summing over its surface atoms. Similarly, by selecting atoms comprising the binding site of a protein, the shape of that binding site is described.

2.4 Computing 3D moments of sums of Gaussians

With a molecule’s density represented as sum of Gaussians, one can easily compute its moments and moment invariants. For a 3D Gaussian \( g_i \) with standard deviation \( \sigma \), centered at position \( a_i \)

\[
g_i(x) = \frac{1}{\sigma^3 (2\pi)^3} \exp\left(-\sum_{i=1}^{3} \left(\frac{x_i - a_{i}}{\sigma}\right)^2\right),
\]

the first few raw moments are as follows (Rinne, 2003, for example):

\[
\begin{align*}
m_{1,0,10} &= a_{1,1} \rho, \\
m_{2,0,10} &= a_{2,1} \rho^2 + a_{2,2} \rho^4 + a_{2,3} \rho^6, \\
m_{0,1,01} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3, \\
m_{0,0,02} &= a_{0,1} \rho^2 + a_{0,2} \rho^4 + a_{0,3} \rho^6, \\
m_{0,1,10} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3.
\end{align*}
\]

And since the distributions are independent along the coordinate axes:

\[
\begin{align*}
m_{1,10} &= a_{1,1} \rho^2, \\
m_{1,2} &= a_{1,1} \rho^2 + a_{1,2} \rho^4 + a_{1,3} \rho^6, \\
m_{1,0,10} &= a_{0,1} \rho + a_{0,2} \rho^2 + a_{0,3} \rho^3.
\end{align*}
\]

The raw moments of a density function \( \rho \) that is a sum of Gaussians \( \rho = \sum_i g_i \), are readily computed as the sum of the moments of the individual Gaussians. In order to compute the central moments of the function \( \rho \), its center of mass can be shifted to the origin such that:

\[
\mu_{100} = \sum_i (a_{1,1} - \hat{x}_1), \quad \mu_{200} = \sum_i ((a_{1,1} - \hat{x}_1)^2 + \sigma^2), \ldots
\]

and

\[
\mu_{110} = \sum_i (a_{1,1} - \hat{x}_1)(a_{2,2} - \hat{x}_2), \quad \mu_{120} = \sum_i ((a_{1,1} - \hat{x}_1)^2 + \sigma^2), \ldots
\]

These values are used to compute the moment invariants \( O_5, O_4, O_3, FL \) introduced in Section 2.2.
2.5 Experiments

We assess the moment invariant method on a representative set of protein–protein binding sites. We test how well the method identifies similar binding sites among a large representative set of protein binding sites.

2.5.1 Definition of the binding sites

For the experiments, we use a set of protein–protein binding sites from the SCOPPI database (Kim and Ison, 2005; Kim et al., 2006; Winter et al., 2006). The database provides an evolutionary and structural classification of protein–protein interactions. Based on SCOP (Murzin et al., 1995), SCOPPI superposes the domains of each family and classifies inter-domain interactions. One classification criterion, in particular, is the relative position of a binding site with respect to the structurally superposed domains of the family. Distinct positions are classified as distinct face types. The SCOPPI face type thus defines the position of the binding site with respect to the protein domain. Two binding sites with the same face type can be geometrically similar, but this is not always the case. SCOPPI classifies each binding site uniquely into one group defined by its family and face type.

SCOPPI provides removal of redundancy according to percent sequence identity of the protein domains. Here, we use a subset of SCOPPI whose domains have pairwise < 80% sequence identity and use only those SCOP families with at least 15 members. For the SCOP 1.69 database, this leaves us with 2819 binding sites from 96 SCOP families, falling into 501 groups of family and face type. We will refer to this set as PBSALL (for all protein binding sites).

For each binding site, the residues involved in the interaction are computed according to a criterion defined in Jones and Thornton (1995). Namely, binding site residues are defined as those residues whose side chains have an accessible surface area that decreases by more than 1Å² on dimerization. A visual catalog of the binding sites and binding site residues employed is provided in the Supplementary Material.

2.5.2 Guaranteeing geometric similarity within binding sites

While binding sites within the same group of family and face type bind at similar positions, some display large differences (see Supplementary Material for some examples). Starting from the set PBSALL, a set of binding sites that falls into groups that are known to be geometrically similar is constructed by employing two restriction criteria.

1. Binding sites that differ substantially in the number of residues involved in the binding cannot be geometrically similar. Consequently, groups for which the minimal and maximal number of binding site residues that occur within a group differ by at least 50% are discarded.

2. Furthermore, we confirm structural relatedness of the binding sites using the TM-align program (Zhang and Skolnick, 2005). TM-align is intended to compare predicted protein structure models against native structures. For the comparison, TM-align relies on the sequence order of the models to be compared; it still can align non-contiguous residues in sites. Independently from the sequence length, it scores model versus native structure on a scale of 0.0 (unrelated) to 1.0 (highly similar). Here, TM-align is employed for discarding binding sites, which are geometrically not similar. For evolutionary-related binding sites, the structure of binding site residues, corresponding to a subset of the atoms defined in the PDB files, can be directly compared with TM-align. Comparing only binding sites from the same group of family and face type, TM-align score values range from 0.05 to 0.8, mostly. The values for arbitrary unrelated binding sites range from 0.0 to 0.45, mostly (see Supplementary Material for details). Thus, all groups which contain a binding site that, compared to another binding site within the same group, displays a TM-align score of less than or equal to 0.45 are discarded.

Applying these two criteria leaves only groups of geometrically similar binding sites. We call such a group a SIMGROUP. Selecting SIMGROUPs containing at least three binding sites one obtains 53 SIMGROUPs from 32 SCOP families, containing a total of 224 binding sites. We will refer to this set of binding sites as PBSGEOM (for protein binding sites, restricted to geometrical similarity).

2.5.3 Precomputation of moment invariants

The residues involved in the interaction of each binding site are computed as described above. For each of these residues, all atoms are modeled as Gaussian distributions. As an approximation, we choose the standard deviation $\sigma = 0.523$ such that for each Gaussian 99% of the density is within the Van-der-Waals radius 1.76 of a Carbon atom [VDW radius as in (Chothia, 1975), for the derivation of $\sigma$, see Supplementary Material]. Varying $\sigma$ to some extent (0.1 ≤ $\sigma$ ≤ 1; data not shown) does not have a large impact on the results.

For each binding site, from the sum of less than or equal to 0.45 are discarded.

3 RESULTS AND DISCUSSION

3.1 All against all

As described in the previous Section 2.5.4, for each binding site from PBSGEOM we report the ranks of its SIMGROUP members when searching within PBSALL. For 224 queries we report best hit, interspersed false positives and AUC-value. Tables 1 and 2 provide summary statistics (minima, 25%, 50%, 75% quantiles and maxima) of these values, Figure 1 provides histograms for the best hit ranks and AUC values; the Supplementary Material provides the associated $P$-values.

3.1.1 Identifying any similar binding site

The median of the best hit ranks is 2, thus for at least half of the binding sites we find a geometrically similar binding site among the first two (0.1 %) of 2819 inspected binding sites. The maximum of the best hit ranks is 1902 (67.5%), thus for this ‘worst case'
instance, geometrically similar binding sites are not detected. For three quarters of the query binding sites, we detect a geometrically similar one among the first 19 (0.7%) rank positions. For comparison, we also used the difference in the number of binding site residues for measuring similarity of binding sites (histogram provided in the Supplementary Material). This simple measure yields a median of the best hit ranks of 52; it is significantly outperformed by the moment invariant method (with a median of 2).

3.1.2 Identifying all similar binding sites Similarly, the median of the interspersed false positives is 149 (5.3%), the 75% quantile of the number of interspersed is 432.3 (15.3%). For 25% of the queries, we identify all SIMGROUP members with less than 27 (1%) false positives. For 5% of the queries, we identify all SIMGROUP members without any false positives.

Table 1. Summary statistics for the best hit ranks and interspersed false positives for the search results of 224 queries

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>25% q</th>
<th>Median</th>
<th>75% q</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best hit rank</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>18.3</td>
<td>1902</td>
</tr>
<tr>
<td>Interspersed FP</td>
<td>0</td>
<td>26.8</td>
<td>149</td>
<td>432.3</td>
<td>2463</td>
</tr>
</tbody>
</table>

Table 2. Summary statistics for the AUC values for the search results of 224 queries

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>75% q</th>
<th>Median</th>
<th>25% q</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>1</td>
<td>0.9949</td>
<td>0.9801</td>
<td>0.9402</td>
<td>0.3004</td>
</tr>
</tbody>
</table>

In summary it is fair to say, that we find similar binding sites for most queries, but for many we do not identify all related binding sites.

3.2 Inspecting individual cases

3.2.1 Nomenclature In order to discuss individual binding sites (as defined in Section 2.5.1) we will refer them by the PDB identifier of the structure, the SCOP domain on which the binding site resides and the SCOP domain with which it is interacting. Using the sunids from SCOP, we concatenate this information to obtain an identifier that is unique for each binding site: <PDB – ID>, <SCOP-domain of binding site>, <Chain – ID of binding site>, <SCOP-domain of binding partner>, <Chain – ID of binding partner>.

3.2.2 One case that went wrong We face 15 out of 224 cases for which the ranks of the best hits are above 200. Here, we analyze the worst case. When querying for 1bgy_75810_O_43691_Q, we identify the members of its group 1bcc_75804_C_43699_E, and 1kyo_75907_N_73272_P on ranks 1902 and 2041, respectively. Instead, we falsely identify 1d3a_30144_D_42110_C on rank 1. The situation is depicted in Figure 2A. The binding sites within the similarity group of 1bgy_75810_O_43691_Q have disconnected residues. For 1bgy_75810_O_43691_Q, the disconnected residues are shifted quite a bit with respect to the two other structures. This affects the center of the mass (yellow spheres in the graphics), which is used as reference point for computing the moment invariants. Therefore, the feature vectors are not similar anymore. Furthermore, this example clearly points out that the method is unable to identify partial matches between structures. For other binding sites, we observe a tendency that they are not identified when larger appendices are present in one but not in the other structure.
Fig. 2. Visualization of three sample cases (A, B and C). In each case we have a query binding site (leftmost box) and geometric similarities as identified by the moment invariants (adjacent boxes from left to right). Each box contains a front view (above) and side view (below) of the protein domain (in gray) and of the binding sites atoms (red spheres). Moment invariants were computed for the binding sites atoms (red spheres) around the center of mass (yellow spheres, depicted in A only). For each query, we have members of the SIMGROUP in green boxes. (A) One case that went badly wrong (see Section 3.2.2). With query 1bg_75810_O_43691_Q, we identify 1d3a_30144_D_42110_C (orange box) as geometrically similar instead of the two other binding sites from the SIMGROUP 1bcc_75804_C_43699_E, 1kyo_75907_N_73272_P. (B) With query 1hbm_60890_B_60888_A, we identify the SIMGROUP members 1e6y_18536_E_18530_D and 1e6v_18534_E_18528_D on rank one and three, respectively; binding site 1pv8_95155_E_95156_F is identified on rank two. (C) Query leys_43516_M_43515_L identifies both its SIMGROUP members 3prc_43438_M_43437_L and 1pcr_43495_M_43494_L on the first two ranks.
3.2.3 Cases that work well When querying for binding site 1hbm_60890_B_60888_A (see Fig. 2B), we correctly identify its SIMGROUP members 1e6y_18536_E_18530_D_48911 and 1e6v_18534_E_18528_D on ranks one and three, respectively; 1pv8_95155_E_95156_F that is no member of the SIMGROUP is incorrectly identified on rank two.

Figure 2C depicts query 1eys_43516_M_43515_L, which identifies its two SIMGROUP members 3prc_43438_M_43437_L and 1pcr_43495_M_43494_L on the first two ranks.

3.3 Clustering a family of binding sites

Figure 3 shows an example for applying clustering with moment invariant similarities to binding sites within a SCOP family. The SCOP family c.37.1.10 of nitrogenase iron protein-like proteins are clustered according to similarities of their binding sites. All members (within PBSALL) of that family, irrespective of their face type, are clustered hierarchically using average linkage. The height refers to distances when clustering hierarchically using average linkage. The average silhouette width is computed for the four clusters (shown in pastel colors), which result from cutting the hierarchical tree. The protein structures are oriented such that the binding sites face the camera, they have not been structurally superposed.

![Figure 3. The binding sites of SCOP family (c.37.1.10) of nitrogenase iron protein-like proteins are clustered according to moment invariant geometric similarity. All binding sites (within PBSALL) of that family are clustered irrespective of their face type. The height refers to distances when clustering hierarchically using average linkage. The average silhouette width is computed for the four clusters (shown in pastel colors), which result from cutting the hierarchical tree. The protein structures are oriented such that the binding sites face the camera, they have not been structurally superposed.](https://academic.oup.com/bioinformatics/article-abstract/23/23/3139/290489)

3.2.3 Cases that work well When querying for binding site 1hbm_60890_B_60888_A (see Fig. 2B), we correctly identify its SIMGROUP members 1e6y_18536_E_18530_D_48911 and 1e6v_18534_E_18528_D on ranks one and three, respectively; 1pv8_95155_E_95156_F that is no member of the SIMGROUP is incorrectly identified on rank two.

Figure 2C depicts query 1eys_43516_M_43515_L, which identifies its two SIMGROUP members 3prc_43438_M_43437_L and 1pcr_43495_M_43494_L on the first two ranks.

3.3 Clustering a family of binding sites

Figure 3 shows an example for applying clustering with moment invariant similarities to binding sites within a SCOP family. The SCOP family c.37.1.10 of nitrogenase iron protein-like proteins are clustered according to similarities of their binding sites. All members (within PBSALL) of that family, irrespective of their face type, are clustered hierarchically using average linkage. Cutting the hierarchical tree, four distinct clusters are identified in the example and the average silhouette values are computed for them. Generally, silhouette values lie in the range \([-1, 1]\). Entries with a silhouette value close to 1.0 are well clustered in the sense that distances to other entries in the same cluster are small compared to distances to entries in the closest different cluster. We observe two clusters with average silhouette values of 0.85 and 0.78, one cluster joins a variety of the binding sites with a silhouette value of 0.53, and one binding site is clearly marked as a geometric outlier with a silhouette value of 0.0. Low silhouette values correspond to inhomogeneity regarding the external SCOPPI labeling, high silhouette values are found in clusters that reproduce the face types well.

This example serves to visualize the method’s capabilities as well as to illustrate a concrete application. Comparing all members within one family, the SCOPPI face types are reproduced to a certain extent. Another application (data not shown) would be, to cluster according to geometrical similarities within the SCOP face types.
4 CONCLUSIONS

Moment invariants are presented here as shape recognition technique for classifying protein–protein binding sites. Compared to other shape recognition techniques, moment invariants have some drawbacks and some advantages. Like some other shape recognition techniques, e.g. spherical harmonic-based concepts, the computation heavily depends on a reference point. The moment invariant feature vector continuously varies when affine transforming the density with respect to the reference point. With their global, coarse-grained, view on density, moment invariant methods complement the geometric hashing methods popular in bioinformatics, which successfully detect similarities of features conserved in detail.

Computing moment invariants is extremely fast; in preprocessing, parsing the PDB files is the limiting factor for the descriptor construction, and with given descriptors a binding site can be compared to several thousand others within a second on a standard PC.

The current technique affords a global comparison of densities. For comparisons on a finer level, detail can be added in various ways: geometrically, the density can be partitioned—e.g. into a number of concentric shells within a sphere—to yield a larger and more specific feature vector. Similarly, chemical types of atoms can be used to partition the density, resulting in a more specific feature vector.

The problem of detecting similarities in protein–protein binding sites is highly relevant; there are no established ‘gold standards’ yet to which new methods can be compared to. Thus we assess the method proposed here, based on the SCOPPI database of protein–protein interfaces. From this database, groups of binding sites are extracted and the geometric similarity within the groups is verified using the sequence-based TM-align tool for structure superposition. While the verified similarity groups are used to demonstrate the performance of the method proposed here, our method does not rely on sequence alignment and can detect geometric similarity when there is no sequence similarity.

The method currently compares complete binding sites, but does not find partial matches. The main application will be to group predefined binding sites according to geometrical similarities. In our view, complete matching is also a necessary step in the direction of partial matching, as partial matching can be handled by subdivision of the objects to be compared. We are in the process of refining the method in order to also handle partial matches and to be less dependent on reference points.

In conclusion, moment invariants are a fast and robust technique for comparing densities on a global level, which we believe to be useful also for other applications in structural bioinformatics.
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