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ABSTRACT

Motivation: Inference of latent chemical species in biochemical interaction networks is a key problem in estimation of the structure and parameters of the genetic, metabolic and protein interaction networks that underpin all biological processes. We present a framework for Bayesian marginalization of these latent chemical species through Gaussian process priors.

Results: We demonstrate our general approach on three different biological examples of single input motifs, including both activation and repression of transcription. We focus in particular on the problem of inferring transcription factor activity when the concentration of active protein cannot easily be measured. We show how the uncertainty in the inferred transcription factor activity can be integrated out in order to derive a likelihood function that can be used for the estimation of regulatory model parameters. An advantage of our approach is that we avoid the use of a coarse-grained discretization of continuous time functions, which would lead to a large number of additional parameters to be estimated. We develop exact (for linear regulation) and approximate (for non-linear regulation) inference schemes, which are much more efficient than competing sampling-based schemes and therefore provide us with a practical toolkit for model-based inference.

Availability: The software and data for recreating all the experiments in this paper is available in MATLAB from http://www.cs.man.ac.uk/~neill/gpsim.

Contact: neill@cs.man.ac.uk

1 INTRODUCTION

Ordinary differential equations (ODEs) are the most common framework in use for modelling biological sub-systems (Alon, 2006). Well established methodologies have been developed for estimating the parameters of these equations in the context of a particular experiment or set of experiments, using e.g. least squares (Coleman and Block, 2006). Through the use of advanced Monte Carlo techniques it is even possible to, given a specific data set, rank model structures through the use of Bayes factors (Vysnyumsky and Girolami, 2008). This shows the potential for ODE models to be closely integrated with biological investigations, informing the process of biological experimental design.

A challenging problem for parameter estimation in ODE models occurs where one or more chemical species influencing the dynamics are controlled outside of the sub-system being modelled. For example, a signalling pathway can be triggered by a signal external to the pathway itself. In a regulatory sub-system, one or more transcription factors (TFs) may influence the expression of a set of target genes, but these TFs may not be regulated at the transcriptional level, instead being activated by another sub-system such as a signalling pathway. Similarly, in a metabolic pathway, external metabolites and enzymes will influence the dynamics of the pathway. If these external chemical species have a constant influence, e.g. as in the case of steady state behaviour of a metabolic pathway, then they can simply be treated as additional parameters of the model and their effect can be estimated along with the other model parameters. However, more often these external factors are time-varying quantities. In this case, they are functional parameters and cannot be estimated by the standard methods discussed above. One approach for dealing with this is to discretize in time, treating the time-varying function as a sequence of discrete parameters. However, this leaves the problem of choosing the correct granularity for the discretization and either ignoring temporal continuity, or assuming a simple Markovian relationship and thereby introducing further parameters and assumptions. Here, we propose an alternative approach. We deal with these parameters as continuous functions of time, avoiding the need for arbitrary discretization.

To further compund the problem of dealing with the time-varying effects of these chemical species, their concentration is often not directly observable and their dynamics must therefore be inferred indirectly according to their influence on measured elements of the system. This is a common problem and it is a natural consequence of the fact that some quantities are relatively easy to measure in a high throughput manner (e.g. mRNA concentrations with a microarray), whereas others are much more difficult to measure (e.g. the concentration of TFs located in the nucleus). In this article, we advocate the use of Gaussian processes (GPs) to define prior distributions over these latent chemical species. This allows us to marginalize their contributions in the interaction network of interest. We present a basic toolkit of algorithms based on GPs which allow us to consider different response models (Michaelis Menten kinetics, repression responses) and cascades of interactions in which chemical species of interest are missing. The application domain we consider is inference of TF activity in both developmental and signalling networks.

Inference of TF activity in a given network is a well studied problem with both genome wide approaches (Liao et al., 2003; Sanguinetti et al., 2006a,b) and algorithms designed for a subset
We build on their work to consider simple cascade networks and non-linear response models such as Michaelis Menten kinetics and repression responses (Alon, 2006; Khanin et al., 2006).

GP s (Rasmussen and Williams, 2006) are probabilistic models of functions that encode particular assumptions about the function such as smoothness and timescale. They are commonly applied in the context of regression and interpolation. GP modelling provides not only the inference of continuous quantities without discretization but also the natural capability of handling uncertainty. Another attractive characteristic of the GP is that the result of any linear operator on the function leads to another GP and we will exploit this when applying GPs in the context of differential equations.

Our focus in this article will be the inference of TF activities given mRNA concentrations. We start by considering the model given in Barenco et al. (2006) and reviewing the work done by Lawrence et al. (2007) who provided the first treatment of this model with GPs. Then, in Section 2.3, we extend our model to the case of repression.

2 METHODS AND RESULTS

The following linear model of gene activation was considered by Barenco et al. (2006),

\[
dx_j(t) = B_j + S_j f(t) - D_j x_j(t), \tag{1}\]

where the changing level of a gene \( f \)’s expression, \( x_j(t) \), is given by a combination of a basal transcription rate, \( B_j \), a sensitivity, \( S_j \), to its governing TF’s activity, \( f(t) \), and the decay rate of the mRNA, \( D_j \). The differential equation can be solved for \( x_j(t) \) giving

\[
x_j(t) = x_j(t_0) + \int_{t_0}^{t} e^{-(t-t')} D_j x_j(t') \, dt'. \tag{2}\]

An important characteristic of a GP is that any linear operation applied to the function drawn from a GP leads to a function that is drawn from a related GP. This is the functional analogue of linear operations applied to samples from a Gaussian distribution. We note that Equation (2) is a linear operation on \( f(t) \) since the integral is the functional analogue of a weighted sum. The properties of the GP tell us that if \( f(t) \) was drawn from a GP with covariance function \( k_{uu}(t, t') \) then \( x_j(t) \) will also be drawn from a GP with a covariance function given by

\[
k_{uv}(t, t') = S_j \int_{0}^{\infty} e^{-\beta(t-t')} k_{f}(u, u') \, du'. \tag{4}\]

Furthermore, the cross covariances between the \( x_j(t) \) and \( f(t) \) will be given by

\[
k_{uv}(t, t') = S_j \int_{0}^{\infty} e^{-\beta(t-t')} k_{f}(u, u') \, du'. \tag{5}\]

Finally, if our data consist of several genes, \( \{x_j(t)\} \), cross covariances between the genes can be computed,

\[
k_{uv}(t, t') = S_j \int_{0}^{\infty} e^{-\beta(t-t')} k_{f}(u, u') \, du'. \tag{6}\]

The basical transcription rate then appears in the mean function to define the mean of the GP for \( x_j(t) \) as a constant \( B_j/D_j \).

As was shown in Lawrence et al. (2007), if \( f(t) \) is drawn from a GP with a squared exponential covariance function, we can analytically solve the integrals in Equations (4–6) and thereby define a probabilistic model of the expression data for which the parameters of the differential equation, \( B_j, S_j, D_j \) and the scale \( l \) can all be determined, either through maximum likelihood or Bayesian sampling.

A likelihood function for the model parameters \( \theta = \{B_j, S_j, D_j\} \) and GP scale \( l \) is obtained by integrating out the latent function \( f(t) \)

\[
L(\theta, l) = \int \prod_{j} p(x_j(t)|f(t); \theta) p(f(t)|l) \, df(t), \tag{7}\]

where the data \( x_j(t) \) are collected at discrete times \( t_i \) and modelled using Gaussian observation noise with either known or estimated variance (this is for a single replicate). Integrating out \( f(t) \) avoids having to carry out maximum likelihood for this infinite dimensional parameter which could be problematic as estimates based on limited data would be associated with large uncertainty. Approaches based on carrying out maximum likelihood over a discretized \( f(t) \) suffer from the same problem, i.e. the discretization introduces many new parameters which have to be estimated and therefore only a very coarse discretization will be tractable (Khanin et al., 2006). The associated error in these parameters confounds the estimation of other parameters by maximum likelihood and while Bayesian approaches avoid this problem there is a large associated computational bottleneck in using Markov chain Monte Carlo (MCMC) on these extra parameters (Barenco et al., 2006; Rogers et al., 2006).

Once the model parameters have been estimated then the model can be used to estimate the predictive GP distribution for \( f(t) \) and for each target gene \( x_j(t) \). The mean and covariance of this predictive distribution for \( f(t) \) are given by

\[
f(t)|_{\text{mean}} = K_f K^{-1}_p (x - \mu) \tag{8}\]

\[
K_f^{\text{post}} = K_f - K_f K^{-1}_p K_f \tag{9}\]

where \( x \) and \( \mu \) have the dimension of \( N \times T \) with the elements of \( x_{ij} = x_j(t_i) \) for \( j = 1, \ldots, N \) and \( i = 1, \ldots, T \) and \( \mu_{ij} = B_j/D_j \) for \( i = 1, \ldots, T \) respectively. \( K_f \) is the covariance matrix between the genes, \( K_f = k_{xx} \) and \( K = k_{uu} \) where \( k_{uu} \) is the noise covariance of the GP with \( k_{xx} \) where \( \mu_p \) is the measurement noise associated with \( x_j(t_i) \). Here \( t_i \) and \( u_i \) denote any choice of points over which one wishes to evaluate the GP, whereas \( t_i \) and \( u_i \) are specifically the times at which the
data are measured. This equation was used to plot the credible intervals for \( f \) in the figures presented in this article. It is similarly possible to compute the predictive distribution for the data by replacing \( f \) with \( x_i \) in the above expression. The predictive distribution can be used for ranking genes according to their fit to the model [as in the application considered by Barenco et al. (2006)].

We illustrate our results from applying the method below, first on the previously studied linear activation model and then showing how we can extend the approach to non-linear response functions for activation and repression, followed by a two-layer activation model.

2.2 Activation

In this section, we consider a system in which a single TF activates a number of targets. The example we consider is the TF p53 which is a tumour repressor activated during DNA damage. According to Barenco et al. (2006), irradiation is performed to disrupt the equilibrium of the p53 network stimulating transcription of p53 target genes. Seven samples of the expression levels of the target genes in three replicas are collected as the raw time course data.

2.2.1 Linear activation

In this section, we recreate the results presented by Lawrence et al. (2007), for the linear model with several key differences. First, in their original paper Barenco et al. (2006) constrained \( f(0) \) to be zero, forcing the basal transcription rate to account for all transcription of the latent TF profiles as much as possible. Second, Lawrence et al. (2007) used an unnormalized version of the Affymetrix array data. We found that simple median based normalization removed the effect of a couple of repeats that were anomalously high. Inspection of the processed data used by Barenco et al. (2006) showed that they had also dealt with these anomalies.

In Figure 1, we show results of the TF inference as well as the model parameter estimations. The latent TF activity profiles are reconstructed with 95% credible intervals. The result resembles the activity profile of p53 measured by western blot (Barenco et al., 2006) and the kinetic parameters in the model are also closely matched with the results there (we followed Barenco et al. in fixing kinetic parameters for p21 to improve identifiability).

2.2.2 MAP-Laplace approximation

The differential equation with a linear response is an attractive model to use in the context of GPs as it allows the joint distribution over the gene expression and TF activity to be determined analytically, given the model parameters. However, as a model, it has some shortcomings. First, it treats both the gene expression and the TF activity as positive quantities. This contradicts our prior knowledge that concentrations are positive or very close to zero, the inferred distribution of profiles summarized by the credible intervals includes profiles with negative concentrations. This contradicts our prior knowledge that concentrations are positive quantities.

A potential solution to this problem is to place a GP prior over, for example, the log of the TF activity. However, this, in effect, is a non-linear response in the differential equation. The non-linear response means that it is no...
TF activity in a closed form. We must, necessarily, turn to approximations to have the following form of the non-linearity to have the following form of the model of transcription.

Reduced enzyme availability. The justification in the context of modeling enzyme. If the concentration of the enzyme is much lower than the Michaelis constant for the chemical reaction is enabled through an Michaelis Menten reaction kinetics were designed for the case where a chemical reaction is enabled through an Michaelis Menten kinetics.

Maximizing the approximation to the log likelihood. This approximation is itself a GP and leads to an approximation to the marginal likelihood (Rasmussen and Williams, 2006). Derivatives can be computed analytically using the linear model; \( \frac{\partial}{\partial \theta} \log p(y|x,f) \) to model the log of the TF activity.

As a final example, we consider a simple cascade of differential equations. As a final example, we consider a simple cascade of differential equations.

Figure 2b shows the results of applying the above kinetic model with positively constrained TF concentration to the p53 data set. It can be seen that the inferred distribution of TF profiles no longer includes negative concentrations and the result is now closer in shape to the replicate shown in Figure 1.

2.3 Repression

The same framework can easily be adapted to the case of a repressor by using an analogous Michaelis Menten model of repression,

\[
g_f(t) = \frac{1}{y_i + e^{\alpha_j t}},
\]

again using \( f(t) \) to represent the log TF concentration. Khanin et al. (2006) developed a method to infer the TF profile and model parameters for this model. This involved a coarse discretization of the TF profile, treating \( f(t) \) as a piecewise-constant function of time. They acknowledge that more flexible parametric models for \( f(t) \) would lead to an increase in the number of parameters, which are therefore impossible to estimate by maximum likelihood. Our approach avoids this explosion of parameters by treating \( f(t) \) as a functional parameter which is integrated out before carrying out maximum likelihood for the other model parameters (recall equation (7)).

We applied our method to the same microarray data as Khanin et al. (2006). They identify 14 target genes which are repressed by the TF LexA in *E.Coli* and mRNA measurements for these genes are collected over six time points. The amount of LexA is reduced after UV irradiation, decreasing for a few minutes and then recovering to its normal level.

In the case of repression, we have to include the transient terms in Equation (2),

\[
x_j(t) = \alpha_j e^{-D_j t} + S_j \int_0^t e^{-D_j (t-u)} g_j(u) du,
\]

where \( \alpha_j \) are an additional set of model parameters that have to be inferred.

The result for the inferred TF profile along with predictions for a selection of target genes are shown in Figure 3. Our inferred TF profile and reconstructed target gene profiles are similar to those obtained by Khanin et al. (2006), showing how different model parameters can lead to very different target gene expression given the same stimulus. However, whereas Khanin et al. (2006) had to use interpolation to go from a discretized model to a continuous profile, our GP representation avoids any need for discretization or interpolation. The model parameters shown in the figure are estimated by maximum likelihood.

2.4 Cascaded differential equations

As a final example, we consider a simple cascade of differential equations. Returning to the framework of the linear model, we consider the case where the TF protein is regulated at the level of transcription. In other words, we model the process of translation from mRNA to protein for the TF, but we are only able to measure the mRNA of the TF and of its targets. The simple model we consider would only be appropriate in the case where the TF does not require activation, e.g. by phosphorylation, after translation. The model is, therefore, not appropriate for many signalling pathways, but seems sensible in the context of development where TFs are often functional directly after translation. We therefore considered an example of the development of the mesoderm in *Drosophila* combining target gene predictions from Chromatin immunoprecipitation (ChIP–chip) data (Sandmann et al., 2006) with microarray time-course data from wild-type development (Tomanek et al., 2002).

We take the production rate of active TF to be given by,

\[
\frac{df(t)}{dt} = \epsilon f(t) - \beta f(t)
\]

Figure 2. Inferring p53 activity for a different replicate than Figure 1. (a) using the linear model; (b) using the non-linear model with Michaelis Menten kinetics and a positively constrained TF concentration.
where $\delta$ gives the decay rate of the active TF protein, $\alpha$ gives a rate of translation and $y(t)$ is the concentration of the TF's mRNA. The solution for $f(t)$, setting transient terms to zero, is

$$f(t) = \delta \int_0^t \lambda y(s) e^{\delta(t-s)} ds.$$  \hspace{1cm} (16)

If we assume that $y(t)$ is drawn from a GP with the squared exponential covariance function, then $f(t)$ is also a GP with the kernel being a special case of the one given by Equations (4) and (5). This gives us a new covariance function governing $f(t)$. It turns out that we can use this prior over $f(t)$ in the linear activation model [Equation (1)] and derive the associated prior distribution for the target genes of the TF, $s_j(t)|f$. The derivation and form of the resulting covariance function are rather involved, but remarkably all the integrals required can be calculated analytically for the squared exponential covariance function given by Equation (3).

We applied the above driven input model to a simple cascade in Drosophila mesoderm development, focusing on the TF Mef2 (Myocyte enhancing factor 2). We selected six targets of Mef2 identified by ChIP–chip assays (Sandmann et al., 2006) and which were observed to be up-regulated after Mef2 is expressed. Affymetrix time course microarray data from wild-type embryos (Tomancak et al., 2002) provide us with observations of Mef2 expression ($y(t)$) and the expression of the target genes $s_j(t)$ at hourly intervals. The microarray time course was replicated three times, and we used all three replicates to fit the model parameters $k$, $(R_j, D_j, S_j)$ and the kernel scale $\ell$ by maximum likelihood (we set $\sigma = 1$ without loss of generality since the scale of the TF protein is arbitrarily determined by the $S_j$ parameters).

Figure 4 shows the results for one of the replicates. Error bars associated with the mRNA data are obtained from the Affymetrix probe-level processing of each replicate (Liu et al., 2005). In Figure 4a, we show the inferred mRNA profile for Mef2 along with the microarray data. In Figure 4b, we show the inferred TF profile for Mef2. Figure 4c and d show the model predictions for two of the targets, along with the associated expression data, showing again the difference in response possible given different model parameters.

We observe that using the TF mRNA data results in the model obtaining tighter credibility intervals for the inferred TF. The fit to the target gene expression looks reasonable, although the response in Figure 4c appears to be sharper than predicted by the model. It also appears that the peak of the inferred Mef2 mRNA profile precedes the peak in the data. The model here highlights the fact that some of our simplifying assumptions are being violated by the biology. The most critical assumption that we have made is that all of the targets used to train the model are unique targets of Mef2. In reality it is likely that other TFs are co-bound with Mef2. In future work, we expect to extend the model to account for these other TFs. We are currently using unpublished ChIP-chip data (obtained from E. Furlong, EMBL, Heidelberg) for other TFs involved in mesoderm development in order to refine our model and selection of targets.

3 DISCUSSION

GP allows for inference over chemical species concentrations in a continuous time manner. In this article, we have laid out the basic technologies required for this inference and highlighted some of the issues that arise: e.g. dealing with non-linear response models and layered systems. Barunco et al. (2006) have already shown that these models can be used for ranking targets of TFs. Such rankings can also be given in the context of our models, both for linear and non-linear response models.

Another important direction of future research will be scaling the models used to much larger systems with multiple interacting TFs. Larger systems will lead to an increase in computational
Fig. 4. Results for Mef2 from one of the replicates: (a) driving input mef2 mRNA concentration. (b) inferred Mef2 protein concentration. (c–d) reconstructed mRNA profiles of two example genes from the six used to train the model. Data points and error bars are obtained from probe-level analysis of the Affymetrix data using the puma package (Liu et al., 2005).

requirements, particularly if it is necessary to account for correlations between multiple interacting latent chemical species.

The non-linear response models require particular approximations as exact inference in these models is not tractable. One issue with the Laplace approximation we have applied is that it is only responsive to asymptotic approximations and not to a rigorous lower bound on the likelihood. Finally, it also makes sense to validate the quality of the approximation through MCMC algorithms for validating the quality of our approximate inference.

All the experiments we have shown have been in the context of transcription networks. However, the technologies are equally applicable for other biological systems, such as metabolic networks.
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