Domain Interaction Footprint: a multi-classification approach to predict domain–peptide interactions
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ABSTRACT

Motivation: The flow of information within cellular pathways largely relies on specific protein–protein interactions. Discovering such interactions that are mostly mediated by peptide recognition modules (PRMs) is therefore a fundamental step towards unravelling the complexity of varying pathways. Since peptides can be recognized by more than one PRM and high-throughput experiments are both time consuming and expensive, it would be preferable to narrow down all potential peptide ligands for one specific PRM by a computational method. We at present Domain Interaction Footprint (DIF) a new approach to predict binding peptides to PRMs merely based on the sequence of the peptides. Second, we show that our method is able to create a multi-classification model that assesses the binding specificity of a given peptide to all examined PRMs at once.

Results: We first applied our approach to a previously investigated dataset of different SH3 domains and predicted their appropriate peptide ligands with an exceptionally high accuracy. This result outperforms all recent methods trained on the same dataset. Furthermore, we used our technique to build two multi-classification models (SH3 and PDZ domains) to predict the interaction preference between a peptide and every single domain in the corresponding domain family at once. Predicting the domain specificity most reliably, our proposed approach can be seen as a first step towards a complete multi-domain classification model comprised of all domains of one family. Such a comprehensive domain specificity model would benefit the quest for highly specific peptide ligands interacting solely with the domain of choice.

Contact: gkrause@fmp-berlin.de

Supplementary Information: Supplementary data are available at Bioinformatics online.

1 INTRODUCTION

Protein–protein interactions are often mediated through protein domains that function as peptide recognition modules (PRMs), which are small (50–150 amino acids), independently folding domains that bind linear peptides and are found repeatedly in several protein structures (Pawson and Nash, 2003). The PRMs of different families (PDZ, SH3, SH2, WW, PTB, 14–3–3, etc.) are involved in a variety of cellular processes and are therefore an essential key of cell physiology as a whole. Within a family all PRMs share structural commonalities, but differ slightly at specific positions that entails specific binding partners. Identification of interaction partners to different PRMs can immensely benefit in unravelling biochemical pathways. The interaction partners are usually recognized by a short amino acid sequence that contains specific characteristics. In case of the SH3 domains, the binding pocket recognizes poly-prolin motifs of other peptides. PDZ domains always bind to the last four C-terminal residues of their interaction partner. Hence, the prediction of a potential ligands is possible in principle, since the binding mechanisms are very well understood (Feng et al., 1994, Songyang et al., 1997).

Several methods have been established to elucidate a common pattern of several peptides (Nevill-Manning et al., 1998, Schneider and Stephens, 1990, Timothy et al., 2006). A good classification method should be able to classify a peptide according to previously learned rules. These rules are subsequently used to classify unknown peptides. Doing this accurately could save expensive and time-consuming experiments. Since PRMs of the same domain family have generally a virtually similar pattern of their peptide ligands, classifying peptides by means of manual inspection is often ambiguously and therefore error-prone. Tong et al. (2002) for instance, analysed different SH3 domains and constructed a specific consensus motif of each domain. Those motifs bear such a great resemblance to each other that a manual peptide classification task is all but impossible, since there are peptides that match to all such motifs at once. And as there is usually no classification algorithm coming along with those motifs, one has to do the classification manually. As more interaction data evolved from various experiments, efforts were made to cluster domains in classes and characterize those. PDZ domains, for example, can roughly be divided into four classes based on their ligand specificity (Boisguerin et al., 2004, Reina et al., 2002, Songyang et al., 1997)—class 1 peptides are defined by consensus sequence motif ([S/T]X[Phi1][Psi1]), class 2 by ([Phi1][Psi1]X[Phi1][Psi1]), class 3 by ([D/E]X[Phi1][Psi1][D/E]), and class 4 by ([X][Phi1][Psi1][D/E]), respectively (Phi: hydrophobic, Psi: aromatic, Coo1: C-terminal carboxylic acid of the protein). But many PDZ domains target in fact a more comprehensive ligand sequence space. That is, to say the set of all recognized ligands by a domain contains also peptides whose sequences does not match the previous stated classification...
Additionally, we show that our technique can be applied to multi-domain interactions. The machine learning method of Ferraro et al. (2006) relies also on the domain–peptide contact residues in complexes of known structures and enhances the contact matrix approach by a neural network and an appropriate encoding of the interacting residues. With it the accuracy of prediction of domain–peptide interactions could further be improved. Nevertheless, a necessary prerequisite of both methods is the necessity of structural information. Even though both of them show a generalization ability to a certain degree, those techniques are not applicable to cases where not very reliable structure is available. Contrary to this dependency, Reiss and Schwickowski (2004) developed a probabilistic generative model of the SH3 ligand peptides which is based on a modified Gibbs motif sampler (Lawrence, 1993). They were able to identify ligand peptides of PRMs by combining protein sequences and physical interaction data what makes their approach suitable for PRMs without any known structure. Lethrach et al. (2005) replaced the generative approach of Reiss and Schwickowski (2004) by a Laplacian-regularized discriminative model and reached together with Ferraro et al. (2006) the best predictive power aimed at inferring the domain recognition specificity of the SH3 phage display dataset so far. Another sequence-only method is the related, Hidden Markov Model (HMM)-based work of McLauhlin et al. (2006). For a more comprehensive view of computational methods, see Shoemaker and Panchenko (2007) and Lee et al. (2007).

Aside from the prediction of domain–peptide interactions, it is of great interest to infer specific ligand peptides that preferably interact solely with one domain despite the similar consensus patterns of other PRMs. This demands a multi-classification approach that can reliably classify a peptide with respect to several PRMs of the same domain family.

In this article, we introduce Domain Interaction Footprint (DIF) as a new sequence-based approach to predict domain-peptide interactions and show that its performance to separate binding and non-binding peptides is better than those of any other method. Additionally, we show that our technique can be applied to multi-classification tasks where it assigns a given peptide to its appropriate PRM out of a set of domains that all share a very similar consensus pattern of their ligand peptides.

## 2 METHODS

### 2.1 Datasets

The SH3 dataset is composed of 25 experimental result sets whereas each one of those contains the corresponding binding and non-binding peptides of one SH3 domain that were identified in phage display by Tong et al. (2002). The examined peptides can be divided into classes 1 and 2, whereas class 1 is defined by the consensus sequence motif \( +\Phi x\Phi\Phi\Phi \) and class 2 by \( \Phi x\Phi\Phi\Phi\Phi \), where \( \Phi \) is a hydrophobic and \( x \) is a basic residue (Mayer, 2001). Some domains interact not only with class 1 peptides, but also with class 2 ones and are therefore listed twice in the dataset as two different experiments have been carried out. An overview of the used domains as well as the number of binding and non-binding peptides is assembled in Table 1. Further information about this dataset can be obtained in the supplementary material of Tong et al. (2002).

<table>
<thead>
<tr>
<th>Domain</th>
<th>SH3 binding peptides</th>
<th>SH3 non-binding peptides</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boi1 Class 1</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>Boi1 Class 2</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Boi2 Class 1</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Bzz1-1 Class 1</td>
<td>14</td>
<td>17</td>
</tr>
<tr>
<td>Bzz1-2 Class 1</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>Mys3 Class 1</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>Mys5 Class 1</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>Nhp2 Class 1</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>Pvt13 Class 1</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Pvt13 Class 2</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Rvs167 Class 1</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Rvs167 Class 2</td>
<td>16</td>
<td>5</td>
</tr>
<tr>
<td>Shol Class 1</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>Shl-3 Class 1</td>
<td>8</td>
<td>18</td>
</tr>
<tr>
<td>Yfr024 Class 1</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>Yfr024 Class 2</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>Ygr136 Class 1</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>Ygr136 Class 2</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>Yhr02 Class 1</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>Yhr016 Class 1</td>
<td>6</td>
<td>16</td>
</tr>
<tr>
<td>Yhr016 Class 2</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>Yjil020 Class 1</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>Yjil020 Class 2</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Ypr154 Class 1</td>
<td>23</td>
<td>11</td>
</tr>
</tbody>
</table>

For a more comprehensive overview of computational methods, see Shoemaker and Panchenko (2007) and Lee et al. (2007).

2.1.1 Peptide array synthesis and incubation. The peptides were synthesized on N-modified CAPE-membrane (Bhargava et al., 2002) and prepared with a MultiPep SPOT-robot (INTAVIS Bioanalytical Instruments AG, Germany). Array design was performed using the inhouse software LISA 1.71. Peptide arrays for the AF6-, ERBIN- and SNA1-PDZ domain arrays were generated and incubated as described in

2 by \( \Phi x\Phi\Phi\Phi\Phi \), where \( \Phi \) is a hydrophobic and \( x \) is a basic residue (Mayer, 2001). Some domains interact not only with class 1 peptides, but also with class 2 ones and are therefore listed twice in the dataset as two different experiments have been carried out. An overview of the used domains as well as the number of binding and non-binding peptides is assembled in Table 1. Further information about this dataset can be obtained in the supplementary material of Tong et al. (2002). In order to use the provided sequence information with our approach, we prolonged shorter sequences with a non-defined value \( X \) so that all sequences are of the same length. This value has no impact in further steps as it is simply being ignored.

Additionally, we used also a PDZ dataset that consists of binding and non-binding peptides of four different PDZ domains [AF6 (Protein AF-6, UniProt P55196), SNA1 (Protein Syntrophin-1, UniProt Q13424), ERBIN (Protein LAP2, UniProt Q90RT1), NIP1 (NHERF1 PDZ 1, UniProt Q04733)] to create a multi-classification model as all involved peptides have been experimentally tested against every PDZ domain (Supplementary Material, Table S1). The experimental verification of single-binding peptides makes it possible to build a multi-dimensional classifier with disjointive sets of peptides.
Bouisquerin et al. (2004) whereas peptide arrays for N1P1 were synthesized using the improved method of invented peptides as described in Bouisquerin et al. (2007). N1P1 incubations were performed analogous to the other PDZ domains with a concentration of 10 g/ml and a detection system consisting in anti- Hiss(mouse) (1:3000, Sigma/anti-mouse-BRP (1:2000, Calbiochem).

2.2 Domain Interaction Footprint

A DIF is related to one specific protein recognition module and can be seen as an advanced description of the most important properties of all peptides with whom the PRM interacts with. Each given peptide contributes with its properties partly to the model of the investigated domain interaction pattern.

Our approach of building a predictive domain interaction model used for sequence-function analysis consists of three major steps (Fig. 1). First, we encode our data to be utilisable by our algorithm. This is done by using specific property-based numerical values for amino acids, so-called amino acid indices (Kawashima and Kanchisa, 2000). To keep our approach as general as possible, we do not assume any previous knowledge of the examined domain. On account of this, we do not make a preliminary selection of amino acid's properties, but let our algorithm choose the most meaningful of these indices by correlation-based feature selection. Thus, we capture the specific and appropriate properties for each domain separately. Eventually, we create a DIF by combining descriptors that were built with the empirically observed range of the selected properties.

2.2.1 Sequence encoding

The structural information and therefore the function of a protein is due to the combination of 20 different amino acids. Even though no explicit rule has yet been derived to conclude a protein's 3D structure merely from its sequence, the shape is undoubtedly based on the underlying characteristics of the amino acids in terms of volume, charge and hydrophobicity among others. The approach relies purely on the sequence analysis of the peptides in relation to the biological effect. The sequence of the PRM is not considered.

In our approach, we try to capture the functional aspect of a peptide by its amino acid sequence. For this purpose, we encode each amino acid by specific physicochemical and biochemical properties. There are several parameters such as logP, Verloop parameters for volume, parameters for hydrophobicity, for polarization, for frequency of occurrence in secondary structure elements, for flexibility, for surface description, etc. The current database of Kawashima and Kanchisa (2000) contains 544 such amino acid indices that we all take into consideration. A formal depiction follows.

Let \( S = (a_1, \ldots, a_n) \) be a list of sequences, with \( n \) as the total number of sequences. Each sequence \( s_i = (a_{i1}, \ldots, a_{in}) \) is in turn composed of \( n \) amino acids. As amino acids can be described by several specific properties and characteristics, we define a list of \( n \) different properties by \( P = (p_1, \ldots, p_n) \). Encoding the amino acid sequences in sequence space not already predicted by other features. To avoid exhaustive enumeration of all possible subsets, we use a confined search strategy as described by Langley (1994). This presumably best subset is labelled \( Q \).

The size of \( Q = n \) is strongly reduced with regard to the initial number of features \( n \).

The core of CFS is given through the following subset evaluation function

\[
M_{Q} = \frac{\eta_{Q}}{\sqrt{d + \sqrt{d + \sqrt{d}}}}
\]

where \( M_{Q} \) is the heuristic merit of subset \( A \) containing \( d \) features, \( \eta_{Q} \) is the mean feature-class correlation \( \eta \) \((\eta) \) and \( \eta_{Q} \) is the average feature-feature intercorrelation. The CFS approach given in Equation (1) is, in fact, Pearson’s correlation coefficient, where all variables have been standardized. A more detailed survey can be found in Hall (1999).

2.2.2 Feature adaptation

As each PRM interacts with specific peptides, it is reasonable that all of these peptides share a common consensus pattern which in turn typifies an implicit interaction rule. To tackle the domain specificity, we capture the characteristic features of each PRM separately by scaling down the order of magnitude for the descriptor set to significant features.

The selection of the most relevant properties strongly reduces the number of relevant descriptors and provide a basis to model the mentioned implicit interaction rule.

There are \( 2^n-1 \) possible subsets consisting of at least one feature that can be built with \( P \). Taking an assumed peptide length of 10 into account as well as the 544 amino acid indices, it would result in about \( 2^{544} \) different subsets. To find a preferably good-descriptive model out of the vast number of subsets, we need to select the most meaningful features. For this purpose, we use correlation-based feature selection (CFS) to evaluate the worth of a subset of features by considering the individual predictive ability of each feature along with the degree of redundancy between them. The evaluation method tries to select those features, whose values differ systematically between classes (i.e. binding and non-binding). Redundant features are eliminated since they are highly correlated with at least one of the remaining features (Kohavi and Sommerfield, 1995). The term correlation is not intended to refer specifically to classical linear correlation, rather it is used to refer to a degree of dependence or predictability of one variable (position-specific amino acid index) with another. We start with no feature and search through the sequence space by adding single features until five consecutive subsets show no improvement over the current best subset. The acceptance of a new feature depends on the extent to which it predicts classes in areas of the sequence space not already predicted by other features. To avoid exhaustive enumeration of all possible subsets, we use a confined search strategy as described by Langley (1994). This presumably best subset is labelled \( Q \).

The size of \( Q = n \) is strongly reduced with regard to the initial number of features \( n \).

The core of CFS is given through the following subset evaluation function

\[
M_{Q} = \frac{\eta_{Q}}{\sqrt{d + \sqrt{d + \sqrt{d}}}}
\]

where \( M_{Q} \) is the heuristic merit of subset \( A \) containing \( d \) features, \( \eta_{Q} \) is the mean feature-class correlation \( \eta \) \((\eta) \) and \( \eta_{Q} \) is the average feature-feature intercorrelation. The CFS approach given in Equation (1) is, in fact, Pearson’s correlation coefficient, where all variables have been standardized. A more detailed survey can be found in Hall (1999).

2.2.3 Model building

Once an appropriate subset \( Q \) has been selected, we use it to create a classification model. Therefore, we define a function \( f(C) \) that returns a value at position \( z \) from a list \( f \) and a Boolean function \( b(y) \) that returns 1, if \( y \) is true and 0 otherwise. In addition, we define a position-based list \( X(S, k) = (f(s_{k1}, \ldots, f(s_{kn})), k \in N \leq n) \) that contains all list entries at a given position \( k \). Let then

\[
D_{Q} = (\min(X(S, k)), \ldots, \max(X(S, k)))
\]

be a descriptor of the lowest and highest value contained in list \( X(S, k) \), respectively. Hence, we can define a model \( DIF^{Q} \) that describes the range of all properties within a defined set of sequences as follows:

\[
DIF^{Q} = (D_{Q}, \ldots, D_{Q}(n))
\]

Such a model captures the observed scope of the position-specific amino acid properties of the provided data and can therefore be seen as a descriptive pattern of \( S \). Based on such a model, it is rather simple to estimate how well an unknown sequence \( z \) fits into these generalized DIF. For this purpose, we introduce a fitness function \( F \) (Equation (4)) that takes two arguments: a
Table 2. Averaged AUC and AUC01 values of our proposed DIF and other recently published methods applied to the SH3 dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
<th>AUC01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network PAIRsa</td>
<td>0.83</td>
<td>n.a.</td>
</tr>
<tr>
<td>Informatively initialized discriminatived</td>
<td>0.83</td>
<td>0.44</td>
</tr>
<tr>
<td>Network-based motif samplerf</td>
<td>0.79</td>
<td>0.17</td>
</tr>
<tr>
<td>SH3-SPOTg</td>
<td>0.76</td>
<td>n.a.</td>
</tr>
<tr>
<td>PSSMh</td>
<td>0.64</td>
<td>n.a.</td>
</tr>
<tr>
<td>DIF</td>
<td>0.95</td>
<td>0.81</td>
</tr>
</tbody>
</table>

The AUC (AUC01) score was averaged twice: once over all cross-validation experiments and again over all SH3 domains. An AUC score of 0.5 reflects utter randomness, while a value of 1 implies perfect prediction. AUC01 represents the calculated AUC up to a false positive rate of 0.1 (the calculated AUC01 value is stated as a fraction of the maximum area 0.1).

aFerraro et al. (2006).
bLehrach et al. (2005).
cReiss and Schwikowski (2004).
dBrannetti et al. (2000).
ePosition-specific scoring matrix built by Ferraro et al. (2006).

3 RESULTS
3.1 Model building
The prerequisite of our approach is the binding information of an examined PRM in terms of the sequences of its peptide ligands. To build up a classifier we need at least two sets of binding information that can be derived either from another PRM or from non-binding peptides.

Building the actual DIF of a PRM consists of three major steps. First, our algorithm encodes the sequences of the binding peptides with all available amino acid indices which results in a large multi-dimensional feature space that numerically describes all known properties of the amino acids of the sequences. Next, the algorithm adapts this feature space specifically to one or more given PRM. Therefore, it selects the most relevant features by eliminating redundancy within one set of binding information and high intercorrelation between itself and all other sets. Eventually, the remaining position-dependent properties are used to build one DIF for each examined set that are subsequently combined to one classifier.

3.2 Single-domain model
To compare the performance of our algorithm with recent methods, we referred for the evaluation of our single-domain approach to a well-known dataset. We used the SH3 phage display dataset of Tong et al. (2002) and validated our method as previously done by others (see Section 2 for more details). All prerequisites of our algorithm as aforementioned were fulfilled since sets of binding and non-binding peptides are available. We used this information to create 25 binary classifiers one for each dataset and calculated the average AUC value (Supplementary Material, Table S2).

Our result of AUC = 0.95 (AUC01 = 0.81) outperforms all other methods (Table 2). Using the identical dataset the performance of the approach of Ferraro et al. (2006) and the method of Lehrach et al. (2005) (AUC01 = 0.44) can both be stated with an average AUC of 0.83. The approach of Reiss and Schwikowski (2004) attains AUC = 0.79 (AUC01 = 0.17), which is by and large comparable with the result of Brannetti et al. (2000) (AUC = 0.76). A position-specific scoring matrix reaches only an average of 0.64.

3.3 Multi-domain model
Since interaction partners of PRMs can be described by a sequence consensus motif and those are virtually similar between PRMs of the same domain family, it is even more challenging to discriminate between binding peptides of two similar PRMs than to discriminate...
4 DISCUSSION AND CONCLUSION

We developed a sequence-based approach to predict the interaction of PRMs with peptides. The approach extracts for this purpose the major amino acid properties responsible for the domain–peptide interaction and generates a DIF. Used with knowledge of non-binding peptides, such a DIF can be used as a general binary classification method to distinguish between binding and non-binding peptides. Additionally, we derived a multi-classification model that is able to discriminate between peptide binding to different domains of the same family by incorporating several datasets at once into our algorithm. We want to emphasize that no additional structural information of the domain itself is needed and no adjustment of any parameter need to be made at any time. The algorithm is therefore easy to use and can be applied to all sorts of domains very quickly.

We applied our single-domain method to a well-known SH3 domain dataset as well as to a dataset of PDZ domains. The former one was chosen to evaluate our algorithm, because it has previously been used by other approaches (Brannetti et al., 2000; Ferraro et al., 2006; Lebrach et al., 2005; Reiss and Schwikowski, 2004) what makes our result comparable. We employed both datasets to build two different multi-domain models, one for the SH3 and one for PDZ domains, which allowed us to predict the interaction of a given peptide to all investigated domains, either PDZ or SH3, at once.

The achievement of our single-domain method applied to the SH3 dataset is very promising as it outperforms all other methods compared to. While reaching an average AUC score of 0.95 and an AUC01 score of 0.81, both the method of Ferraro et al. (2006) and Lebrach et al. (2005) (AUC01 = 0.44) reached an AUC score of 0.83 with the identical dataset, whereas the proposed algorithms of Brannetti et al. (2000) and Reiss and Schwikowski (2004) achieved only 0.76 and 0.79 (AUC01 = 0.17), respectively. Such a good result is remarkable, since we do not use any inferred information of the domain’s structure directly as the methods of Ferraro et al. (2006) and Brannetti et al. (2000) do. Without such structural information, the method is applicable to cases where no hints of the 3D structure are known. Nevertheless, we capture important aspects of the domain’s structure indirectly by its propensity toward certain properties of its peptide ligands. The identified properties’ range of observed amino acids at a fixed peptide position can be seen as a mirror image representation of the counterpart properties of the surrounding PRM. In other words, each residue participates with its own value in creating the domain’s mold, or footprint. Seeing only small volume residues at a particular position of the peptide, for example, can be interpreted as a spatial constraint due to a narrow cleft of the bulky surrounding of the PRM. We take not only volume constraints into consideration but also any other properties represented in the amino acid index database of Kawashima and Kanchisa (2000) like electrostatics, charges, hydrophobicity, etc.

The achieved good performance and improvement compared with other approaches is likely to be attributed to the incorporation of those encoded amino acids. Defining a scope of favourable values for specific features is disparate to methods using frequencies of those encoded amino acids. Whereas the latter need many samples to infer a deductive scheme, the former are better suitable to interpolate from a low sample size.

One natural concern of machine learning techniques is always overfitting. Therefore, we took the same line as the other approaches that we compared our method to and used cross-validation as it was done before. Those approaches have shown successfully that overfitting is not a problem, even though they utilize up to 57 parameters. As a result, we conclude that our technique is legitimate as it uses comparable or less parameters in 23 out of 25 cases (Supplementary Material, Table S4).

Additionally, we merged the binding peptides of both domains with the same length into one dataset and measured the discriminative ability of our method on that combined dataset. The classifier is based upon three features and yielded as expected
After selecting the most distinguishable properties into an advanced AF6/Ψ1 Amino acids of the peptide ligands are encoded as follows:

Table 4. Sequence motifs of peptide ligands for different PDZ domains derived

<table>
<thead>
<tr>
<th>Domain</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF6</td>
<td>0, Ψ, Ψ, +</td>
</tr>
<tr>
<td>ERBIN</td>
<td>0, Ψ, +</td>
</tr>
<tr>
<td>SNA1</td>
<td>0, Ψ, +, –</td>
</tr>
<tr>
<td>NIP1</td>
<td>0, Ψ, +, –</td>
</tr>
</tbody>
</table>

Amino acids of the peptide ligands are encoded as follows: Ψ (aromatic): F, Y, W; Ψ (hydrophobic): V, L, I, M, C, A; Ψ (positive): D, E; Ψ (negative): R, K, H; Ψ (others): N, Q, P, G, S, T. Ligand positions are numbered in reverse from the very last C-terminal ligand residue, which is denoted as 0.

a very good result (AUC = 0.95), since the peptides represent completely different binding mechanisms, which is quite similar to a binding/non-binding classification. Details can be found in the Supplementary Material (Table S3).

The structure-based method of Ferraro et al. (2006) was also applied to a larger pep-spot dataset of 7327 tested peptides (Landgraf et al., 2004). Using that bigger dataset improves the neural network approach to an accuracy of AUC = 0.92. This is due to more training instances where the net can learn from as the method is based on interacting residues of the peptide and the domain. The relevance of such an interacting pair in the peptide–domain complex is weighted by its frequency. More pairs in terms of a bigger dataset leads therefore to a more accurate model. The smaller SH3 phage display set entails a worse performance. Hence, our single-domain approach is more favourable on small and medium datasets.

Although our approach is very robust some prerequisites should be considered prior an application. The method is designed when several verified peptide interaction partners exist as training set and is therefore not suitable in cases where only one domain–peptide complex is available.

Furthermore, we created sequence motifs of the peptide ligands of the PDZ domains and show that there is no general differentiation between them (Table 4). No domain can be described by an unique pattern. There are only very few features that in some cases can separate the motif of one PRM from the others. A peptide, for instance, with a negative charged amino acid (Arg, His, Lys) at position –2 (positions are counted backwards, beginning at 0) interacts only with the NIP1 domain according to the current dataset.

Peptides with a positive charged amino acid (Asp, Glu) at position –1 are unique of peptide ligands of SNA1.

These examples show the rationale of highlighting position-based properties that can be used for classification, albeit no trivial pattern exists to classify all peptides. We take this idea further and describe an amino acid in greatest detail by all recently known properties. After selecting the most distinguishable properties into an advanced sequence motif (Table 5), we have built a classifier that can reliably predict the interaction partner of the different PDZ domains.

To build a multi-domain model, binding information of each participating domain for a given peptide ought to be available, otherwise the prediction cannot be evaluated unequivocally. That is why we chose the PDZ dataset as an example for the advanced sequence motif, since the data used for the SH3 multi-domain model cannot be stated as collectively exhaustive. In other words, there is in the case of the SH3 dataset at least one peptide P that binds to domain A, but we have no information whether P binds to domain B as well (nor have we information whether P not binds to B). That poses the question how we are supposed to handle any prediction concerning P and B. If our approach predicts that peptide P binds to domain B, we have no way to verify or falsify that prediction. In case of a simple binary class decision problem of one domain, we are not facing this sort of problem as we possess mutually exclusive information of all available peptides. This changes, of course, if we incorporate peptides from another domain, where we have no information regarding the current examined domain. Nevertheless, we combined the SH3 datasets into one multi-domain model and received good results (Table 3). We, therefore, conclude that the binding information of Tong’s dataset is mutually exclusive albeit this is not explicitly stated.

The PRMs of the PDZ domain family show a virtually similar consensus pattern of their binding peptides (Table 4), however, our multi-domain method achieves a very good result (PDZ model: AUC = 0.89). We suggested an advanced sequence motif made up of varying position-based amino acid characteristics (Table 5) as a possible discriminator to separate the peptide ligands of one PRM from all the others. Note that in our approach the essential properties like hydrophobicity is not only described by one parameter (Ψ in Table 4), but by four different hydrophobic parameters such as hydrophobicity scale, hydrophobic parameter, surrounding hydrophobicity and hydrophobic packing (Table 5). The more detailed description of volume and steric properties by the essential side-chain parameters value of theta (i−1), side-chain angle theta (AAAR), van der Waals volume and residue volume (Table 5) also contribute to the improved performance. In contrast to binary classifications where consensus patterns are extracted to accentuate
differences between classes or common major characteristics of one class, such as a multi-class discriminator can not only focus on one class but has to be composed of features whose presence or absence assign the class belonging. Subsequently, such an advanced motif emphasizes the characteristics’ variety which is comparatively referred to. Each of the examined PDZ domains can therefore be defined by its preference for a peculiar specificity of that motif.

Such a multi-classification model can eventually improve the search for interaction partners preferably binding to the domain of choice. The complex pattern used for classification might be used to search for new potential interaction candidates in sequence databases. There are just few steps needed. First, the whole sequences are splitted according to the size of peptides the DIF is used to transform the encoded sequence in an evaluable form. Finally, the evaluation takes place. Besides, it can be used to narrow down the complete space of possible peptides for synthesis. Such an approach might also be useful in suggesting sequences for a specific peptide library that can be used by experimentalists. Although regulation of PDZ domain-mediated interactions has been a major focus over the last 10 years, only a handful of reports describe negative regulation involving phosphorylation of ligand residues in position –2 (2 Chung et al., 2004, Cohen et al., 1996, Chetkovitch et al., 2002) position –3 (Matsuda et al., 1999, Chung et al., 2000) or position –5 (Tian et al., 2006). The phosphorylated amino acids at positions –2 and –3 could be simulated with asparatic acid such as reported by Cohen et al. (1996). Due to the fact that we used the whole amino acid set during the experiment, we could also take into consideration potential phosphorylation and therefore incorporate the result in the search for new binding proteins in vivo. Generally, our proposed method can be used in the analysis of any other PRM. Predicting potential peptide ligands for peptide recognition modules would benefit the understanding of biological networks as new interaction partners would enhance our knowledge of existing pathways and system biology of the cell. Considering the good performance of our proposed method, costs of experiments can be reduced by proposing a selection of preferably good candidates at which the examination can focus on.
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