Meta-analysis for pathway enrichment analysis when combining multiple genomic studies
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ABSTRACT
Motivation: Many pathway analysis (or gene set enrichment analysis) methods have been developed to identify enriched pathways under different biological states within a genomic study. As more and more microarray datasets accumulate, meta-analysis methods have also been developed to integrate information among multiple studies. Currently, most meta-analysis methods for combining genomic studies focus on biomarker detection and meta-analysis for pathway analysis has not been systematically pursued. Results: We investigated two approaches of meta-analysis for pathway enrichment (MAPE) by combining statistical significance across studies at the gene level (MAPE_G) or at the pathway level (MAPE_P). Simulation results showed increased statistical power of meta-analysis approaches compared to a single study analysis and showed complementary advantages of MAPE_G and MAPE_P under different scenarios. We also developed an integrated method (MAPE_I) that incorporates advantages of both approaches. Comprehensive simulations and applications to real data on drug response of breast cancer cell lines and lung cancer tissues were evaluated to compare the performance of three MAPE variations. MAPE_P has the advantage of not requiring gene matching across studies. When MAPE_G and MAPE_P show complementary advantages, the hybrid version of MAPE_I is generally recommended. Availability: http://www.biostat.pitt.edu/bioinfo/
Contact: ctseng@pitt.edu

1 INTRODUCTION

Microarray technology provides the ability to detect genome-wide gene expression activities with thousands of probes printed on each high-density chip. It has evolved rapidly in the past decade and has gradually become a standard tool for many biomedical studies. The high-throughput nature of the technology requires development of suitable statistical and bioinformatic methods to analyze the data. Pathway analysis (a.k.a gene set analysis) was developed to correlate the identified gene list from microarray data with a priori defined gene sets usually from biological pathway databases. As shown in Figure 1A, pathway analysis usually has three main steps. The first step is to calculate the association of each gene’s expression pattern with phenotype, which is often evaluated by t-statistics or correlations. The second step is to map the genes into a predefined pathway database and compute the enrichment evidence score of a pathway, which summarizes association scores of genes in the pathway. Finally, the P-value and Q-value of each pathway are calculated based on an appropriate permutation test. The first naive way for pathway analysis is to compare the number of differentially expressed (DE) genes in and outside a pathway using Fisher’s exact test (Hosack et al., 2003). This method was improved by gene set enrichment analysis (GSEA) (Subramanian et al., 2005), an innovative method that consider the gene order and is based on association strength with phenotype instead of 0–1 indicator of being a DE gene or not. Despite the popularity of GSEA, later studies have reported its low statistical power. Tian (Tian et al., 2005) and Geoman (Goeman and Buhlmann, 2007) discussed the statistical framework of pathway analysis and Tian proposed two powerful procedures: one permuting genes and the other permuting samples. Newton et al. (2007) introduced a random set approach. Efron and Tibshirani (Efron and Tibshirani, 2007) further improved GSEA by introducing a max–mean procedure and a re-standardization procedure. The wide applications of microarray technology have led to an explosion of gene expression profiling studies publicly available. However, the noisy nature of microarray data, together with the relatively small sample size in each study, often results in inconsistent biological conclusions (Ein-Dor et al., 2005; Tan et al., 2003). Therefore, methods for synthesizing multiple microarray studies are in tremendous need. Meta-analysis, a set of statistical techniques to combine results from several studies, has been recently applied to microarray analysis to increase the reliability and robustness of results from individual studies. In traditional statistics literature, Fisher’s statistic (Mosteller and Fisher, 1948) (sum of log-transformed P-values), minimum P-value statistic (Tippett, 1931) and maximum P-value statistic (Wilkinson, 1951) have been proposed and compared. For combining microarray studies, current ‘meta-analysis’ in the biological literature contains a widespread use of naive intersection/union operations or simple counting of appearances in the DE gene lists obtained from individual studies under certain criteria (e.g. false discovery rate = 0.05) (Borovecki et al., 2005; Cardoso et al., 2007; Pirooznia et al., 2007; Segal et al., 2004) and many more. One can quickly note that intersections are
This situation motivates us to develop systematic approaches of little overlap (Ein-Dor independent studies associated with the same phenotype often have meta-analysis. It is well known that the lists of DE genes from of concern. Pathway analysis has an inherent advantage for work pathway may have important biological effects on the phenotype activities, which cannot be detected by DE gene analysis, while the set from an important pathway may act in concert with moderate do not directly relate to the phenotype of interest. Second, a gene has two main shortcomings. First, the identified DE genes often DE genes, an analysis at the gene level. However, DE gene analysis studies are mostly aimed at combining different studies to identify DE genes, an analysis at the gene level. However, DE gene analysis has two main shortcomings. First, the identified DE genes often do not directly relate to the phenotype of interest. Second, a gene set from an important pathway may act in concert with moderate activities, which cannot be detected by DE gene analysis, while the pathway may have important biological effects on the phenotype of concern. Pathway analysis has an inherent advantage for work with meta-analysis. It is well known that the lists of DE genes from independent studies associated with the same phenotype often have little overlap (Ein-Dor et al., 2005; Tan et al., 2003), while pathway analysis often generates improved consistency (Manoli et al., 2006). This situation motivates us to develop systematic approaches of meta-analysis for pathway enrichment (MAPE), which provides a more robust and powerful tool than standard gene set analysis. In this article, we investigate two natural approaches of MAPE by combining statistical significance across studies at the gene level (MAPE_G) before pathway analysis or at the pathway level (MAPE_P) after pathway analysis (Fig. 1B and C). Simulation results and applications to real datasets show their complementary advantages under different scenarios. We, thus, introduce an integrated method (MAPE_I) that incorporates the advantages of both MAPE_G and MAPE_P. MAPE_G and MAPE_P have been implicitly or explicitly used in a few publications (Setlur et al., 2007; Thomassen et al., 2008) while a systematic methodology and a rigorous evaluation have not been investigated. To our knowledge, this is the first article to systematically develop and evaluate meta-analysis for pathway analysis in microarray studies.

2 METHODS

2.1 Framework of MAPE_G and MAPE_P

Figure 1 presents the general framework of pathway enrichment analysis for single study (Fig. 1A) and three variations of MAPE methods proposed in this article (Fig. 1B–D). MAPE_G combines P-values information from multiple studies at the gene level in Step II of Figure 1B. In contrast, MAPE_P integrates P-values at the pathway level in Step III of Figure 1C. Since MAPE_G and MAPE_P have complementary advantages under different scenarios that will be demonstrated by extensive simulations in a later section, a hybrid form of MAPE_I is proposed in Figure 1D to incorporate merits of both methods (Fig. 1D).

Mathematical notations and data structure of Figure 1 are described below. Figure 1A describes framework for pathway analysis in a single study. Suppose a data matrix \[ x_{gs} \] (1 ≤ g ≤ G, 1 ≤ s ≤ S) represents the pathway information of gene g and sample s. A binary phenotype label is available for each sample: \( y_s \in \{0,1\} \) (e.g. 0 represents normal patients and 1 represents tumor patients). A pathway database matrix \( \chi_{gp} \) (1 ≤ g ≤ G, 1 ≤ p ≤ P) represents the pathway information of P pathways where \( \chi_{gp} = 1 \) when gene g belongs to pathway p and \( \chi_{gp} = 0 \) otherwise. In Step I of Figure 1A, the association score with phenotype in each gene \( g \) is first calculated as \( t_g \) (usually by t-statistics or a correlation measure). In Step II, a pathway enrichment evidence score \( v_p \) is calculated for each pathway \( p \) (e.g. Kolmogorov–Smirnov (KS) statistics or mean of t-statistics). A gene-wise and/or sample-wise permutation test is then performed to assess the statistical significance of \( v_p \). Normality (Q-values \( q(v_p) \)) are evaluated and the false discovery rate is controlled at 5% (meaning among detected pathways, on average 5% are false discoveries) or sometimes
AANU was identified as an enriched pathway by MAPE_P but not by a new association score after meta-analysis at the gene level [i.e. {Step II, meta-analysis is performed for biomarker detection and produces are reported as enriched pathways [i.e. {Step I, the association scores with phenotype are calculated in each study [i.e. {Step I, 1 ≤ g ≤ G, 1 ≤ k ≤ K}. In Step III, the pathway enrichment analysis is performed as in Step II in Figure 1A. The evidence scores \( y_{vk} \), corresponding Q-values \( \hat{q}(y_{vk}) \) and a list of enriched pathways are then generated. This method can be viewed as a natural combination of meta-analysis for biomarker detection (Step I) and pathway enrichment analysis (Step III) in a sequential manner. Rhodes et al. (2002) has implicitly performed similar analysis by first querying DE genes from meta-analysis and then assess pathway enrichment using the KEGG database (Kanehisa and Goto, 2000). For MAPE_G proposed in this article, we replace the ad hoc two-stage procedure with a unified evaluation by permutation test.

In Figure 1C, the framework for MAPE_P is shown. The Step I of association scores for each study is identical to that in MAPE_G. In Step II, instead of performing meta-analysis at the gene level, we performed pathway enrichment analysis in each individual study to obtain the study-wise pathway enrichment evidence scores \( e_{vgk} \) (1 ≤ k ≤ K, 1 ≤ v ≤ V, 1 ≤ g ≤ G) and \( y_{vk} \) (1 ≤ k ≤ K, 1 ≤ v ≤ V) so that different studies may have a different number of genes and the genes are not matched across studies. The gene matching issue is particularly significant when different from different microarray platforms are combined. Supplementary Table 3 shows summary statistics of two lung cancer studies to be combined. The Bhat study used the Affymetrix HG-U95A platform and the Beer study used Affymetrix HU6800. Only 5515 different sets of two lung cancer studies to be combined. Supplementary Table 3 shows summary statistics of HG-U95A platforms are combined. Published studies have described. Most of these methods have pros and cons under different conditions and for different biological purposes. Under the general framework shown in Figure 1 for MAPE_G, MAPE_P and MAPE_I, we can virtually apply and combine any pathway analysis and meta-analysis method for implementation. There are four major considerations and choices in practice.

### 2.4 Detailed implementation

#### 2.4.1 Statistic selection for association evidence with phenotype

For simplicity, we considered t-statistics for a binary phenotype label in this study, HS

\[
H_{0}: \theta_{g} = 0 \quad \text{versus} \quad H_{A}: \theta_{g} \neq 0, \quad \forall 1 \leq g \leq G
\]

For multi-class, continuous or censored survival phenotype, different test statistics, such as F-statistics, Pearson correlation measure or statistics from Cox proportional hazard model, may be used, respectively.

#### 2.4.2 Statistic selection for meta-analysis

Various meta-analysis statistics, including Fisher’s statistic, minimum P-value statistic (minP) and maximum P-value statistic (maxP), have been discussed in the Section 1. The best choice of meta-analysis statistics depends on the particular biological goal of interest. Following the convention of Birnbaum (Birnbaum, 1954), two different hypothesis settings may be considered:
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Fig. 2. (A and B) Heatmaps of genes in two example pathways identified by MAPE_P alone and by MAPE_G alone, respectively, in lung cancer studies. AANU in 2A is detected by MAPE_P ($q = 0.007$) but not by MAPE_G ($q = 0.073$) whereas HCTU in 2B is detected by MAPE_G ($q = 0.016$) but not MAPE_P ($q = 0.071$). The $Q$-values of each individual gene (on the row) and study (on the column) are shown by gradient color in $−\log$ (base 10) scale. Gene set I contains biomarkers with $Q$-value $<0.05$ for both studies and gene sets II and III contain significant biomarkers ($q < 0.05$) in one of the studies. (C and D) Venn diagram of biomarkers detected by each individual study (Beer and Bhat) in AANU and HCTU. (E) Power difference between MAPE_P and MAPE_G for various $\alpha$ and $\lambda$ when $\theta_1 = \theta_2 = 0.5, 0.75, 1, 1.5, 2$ and $4$. Yellow/red color shows better power of MAPE_P over MAPE_G and blue color vice versa. Solid lines show contours of equal power between MAPE_P and MAPE_G for various $\alpha$ and $\lambda$. (F) The blue, green and red lines indicate the power of MAPE_P, MAPE_G and MAPE_I, respectively, when $\theta = 4, \alpha = 0.2$. (G) Power difference between MAPE_P and MAPE_G for various $\alpha$ and $\lambda$ when combining 2, 4 or 10 studies.
Procedures of MAPE_G
I. For a given study k, compute P-values of differential expression:
1. Compute the t-statistic, $t_{jk}$, of gene g in study k, where $1 \leq j \leq G$, $1 \leq k \leq K$.
2. Permute gene labels in each study B times, and calculate the permuted statistics, $t_{jk}^{(b)}$, where $1 \leq b \leq B$.
3. Estimate the P-value of $t_{jk}$ as $p\left(t_{jk}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(t_{jk}^{(b)} \leq t_{jk}\right)$ and P-value of $t_{jk}^{(b)}$ as $p\left(t_{jk}^{(b)}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(t_{jk}^{(b)} \leq t_{jk}\right)$.
II. Meta-analysis:
1. The maximum P-value statistic (maxP), $u_{jk} = \max_{\text{study}} p\left(t_{jk}\right)$, is applied for the meta analysis. Similarly, $u_{jk}^{(b)} = \max_{\text{study}} p\left(t_{jk}^{(b)}\right)$.
2. Estimate the P-value of maxP statistics as $p\left(u_{jk}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(u_{jk}^{(b)} \geq u_{jk}\right)$.
III. Enrichment analysis:
1. Given a pathway p, compute $v_{jk}$ the KS statistic for gene set enrichment based on $p(u_{jk})$.
2. Permute gene labels B times, and calculate the permuted statistics, $v_{jk}^{(b)}$, $1 \leq b \leq B$.
3. Estimate P-value of pathway p as $p(v_{jk}) = \frac{1}{B} \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \leq v_{jk}\right)$ and similarly calculate $p(v_{jk}^{(b)}) = \frac{1}{B} \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \leq v_{jk}\right)$.
4. Estimate Q-value of pathway as $q(v_{jk}) = \frac{p(v_{jk})}{1 - \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \leq v_{jk}\right)}$, where $p_{v_{jk}}$ is an estimate of the proportion of non-enriched pathways. Following Storey (2002), we may estimate $p_{v_{jk}} = \frac{1}{B} \sum_{b=1}^{B} I\left(p\left(v_{jk}^{(b)}\right) > A\right)$, where $A=0.05$ and $A=0.5$.

Procedures of MAPE_P
I. Pathway enrichment analysis:
1. For each study k, calculate $p\left(t_{jk}\right)$, the P-value of gene g, by Student t-test, $1 \leq j \leq G$.
2. Given a pathway p, compute the KS statistic $v_{jk}$, which compares the P-values ($p\left(t_{jk}\right)$) inside and outside the pathway.
3. Permute gene labels B times, and calculate the permuted statistics, $v_{jk}^{(b)}$, $1 \leq b \leq B$.
4. Estimate the P-value of KS statistic in pathway p and study k as $p\left(v_{jk}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \geq v_{jk}\right)$ and similarly calculate $p\left(v_{jk}^{(b)}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \geq v_{jk}\right)$.
II. Meta-analysis:
1. The maximum P-value statistic (maxP), $w_{jk} = \max_{\text{study}} p\left(v_{jk}\right)$, and $w_{jk}^{(b)} = \max_{\text{study}} p\left(v_{jk}^{(b)}\right)$.
2. Estimate the P-value of $w_{jk}$ as $p\left(w_{jk}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(w_{jk}^{(b)} \leq w_{jk}\right)$ and similarly calculate $p\left(w_{jk}^{(b)}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(w_{jk}^{(b)} \leq w_{jk}\right)$.
3. Estimate Q-value as $q\left(w_{jk}\right) = \frac{p\left(w_{jk}\right)}{1 - \sum_{b=1}^{B} I\left(p\left(w_{jk}^{(b)}\right) \leq p\left(w_{jk}\right)\right)}$, where $p_{w_{jk}}$ is an estimate of the proportion of non-enriched pathways from MAPE_P.

Procedures of MAPE_I
I. For each study k, calculate $p\left(t_{jk}\right)$, the P-value of gene g, by Student t-test, $1 \leq j \leq G$.
2. Given a pathway p, compute the KS statistic $v_{jk}$, which compares the P-values ($p\left(t_{jk}\right)$) inside and outside the pathway.
3. Permute gene labels B times, and calculate the permuted statistics, $v_{jk}^{(b)}$, $1 \leq b \leq B$.
4. Estimate the P-value of KS statistic in pathway p and study k as $p\left(v_{jk}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(v_{jk}^{(b)} \leq v_{jk}\right)$.
II. Estimating $\pi_I$:
1. Let $t_{0j} = \min\left(p\left(t_{jk}\right), p\left(w_{jk}\right)\right)$ and $t_{jk}^{(b)} = \min\left(p\left(t_{jk}^{(b)}\right), p\left(w_{jk}^{(b)}\right)\right)$. From Procedures in MAPE_G and MAPE_P in Figure 3 and 4.
2. Estimate the P-value as $p\left(t_{0j}\right) = \frac{1}{B} \sum_{b=1}^{B} I\left(t_{0j}^{(b)} \leq t_{0j}\right)$.
3. Estimate Q-value as $q\left(t_{0j}\right) = \frac{p\left(t_{0j}\right)}{1 - \sum_{b=1}^{B} I\left(p\left(t_{0j}^{(b)}\right) \leq p\left(t_{0j}\right)\right)}$. $p_{t_{0j}}$ is an estimate of the proportion of non-enriched pathways identified by MAPE_I.

Fig. 3. Detailed algorithms of MAPE_G, MAPE_P and MAPE_I.

in one or more studies. It can be seen that maxP corresponds to HS_P, and Fisher’s statistic and minP correspond to HS_P. In this article, we focus on the conservative maxP statistic to identify consistent biomarkers across all microarray studies. Specifically, we will first calculate the P-values of evidence scores at the gene level in Step II of Figure 1B or at the pathway level in Step III of Figure 1C. The maxP statistic for meta-analysis at the gene level is $u_{jk} = \max_{1 \leq j \leq G} p(t_{jk})$ and the pathway level is $w_{jk} = \max_{1 \leq j \leq G} p(w_{jk})$.

2.4.3 Statistical selection for the pathway enrichment analysis method
The goal of pathway analysis is to test whether genes in a pathway are coherently associated with the phenotype of interest. The first widely used enrichment evidence score was calculated by Fisher’s exact test to determine whether the ratio of DE genes in a pathway is higher than the ratio outside the pathway with statistical significance. The shortcoming of Fisher’s exact test is that it loses information by only counting the number of DE genes instead of considering the gene order, which can be overcome by using averaged t-statistics or KS statistics. In this article, we apply KS statistics (described in Supplementary Material) for the pathway enrichment analysis.

2.4.4 Control of false discovery and evaluation of Q-value
The P-values and Q-values of the pathway enrichment evidence score are usually computed by permutation test, considering that the null distribution is difficult to obtain analytically. Two basic permutation procedures, gene permutation and phenotype permutation, have been proposed based on two related but not equivalent null hypotheses, Q1 and Q2, respectively, as follows:
Q1: the genes in a gene set have the same pattern associated with the phenotype of interest as the genes outside of the gene set.
Q2: no genes in the gene set having expression patterns associated with the phenotype.
Details about these two null hypotheses have been discussed by Tian (Tian et al., 2005) and Geoman (Goeman and Buhlmann, 2007), and both approaches have their limitations. Briefly, Q1 with gene permutation takes the background information (the expression of genes outside of the pathway) into consideration while destroys the gene correlation structure in the data. Q2 with sample permutation preserves the gene correlation...
structure while ignoring the background information. How to explain and integrate the different test results by Q1 and Q2 is still an open question. Tian proposed a heuristic gene set ranking by the average rank from phenotype permutation and gene permutation tests. The GSEA adopted a hybrid method that generates null distribution under Q2 and used KS statistics to test Q1. Eluron (Eluron and Tibshirani, 2007) proposed Gene Set Analysis (GSA) analysis by using a max-mean statistics and re-standardization procedure. A bootstrap method on a null were introduced by Barry et al. (2008) to overcome the weakness of both gene and sample permutation. Conceptually, any gene set analysis method described above can be adopted into our general framework depicted in Figure 1. For simplicity and fast computation, we used the KS statistic for Q1 (i.e. gene permutation) to illustrate our enrichment procedure in this article. Detailed algorithms for MAPE_P, MAPE_G and MAPE_I are given in Figure 3, respectively.

3 RESULTS

3.1 Simulation results

We applied a one-pathway simple simulation model to compare the power of MAPE_G, MAPE_P and MAPE_I and to identify conditions (parameter subspaces) in which one method outperforms the other. We define the type of biologically relevant pathways with statistical power of MAPE_G greater than that of MAPE_P as 'MAPE_G preferred pathways' and define 'MAPE_P preferred pathways' similarly. The simulation results below will give us insight into the unique advantages of MAPE_G and MAPE_P, respectively, and argue the necessity of MAPE_I when both MAPE_G and MAPE_P preferred pathways exist in the data and we are interested in detecting both types of biologically relevant pathways.

Suppose G = 500 genes are contained in the genome. The first 100 genes belong to a pathway. Our pathway database has only one pathway (p = 1); \( z_{gk} \sim \text{Bernoulli}(z_{gk} = 1 \text{ when } 1 \leq g \leq 100 \text{ and } z_{gk} = 0 \text{ when } 101 \leq g \leq 500) \). We generate a random binary vector \( z \sim \text{Bernoulli}(z = 1 \text{ otherwise}) \) to indicate whether gene \( g \) is a DE gene or not. In the first 100 genes, a total of 100 x \( d_k \) genes are DE genes (i.e. \( \sum_{g=1}^{100} d_k = 100 \alpha \)). In the next 400 genes, a total of 100 x \( d_k \) genes are DE genes (i.e. \( \sum_{g=101}^{500} d_k = 100 \alpha \)). We fix \( \alpha = 0.1 \) in our simulation. Intuitively, there is no pathway enrichment if \( \alpha = 0 \) and pathway enrichment increases as \( \alpha \) increases.

Given the DE gene indicators, two independent array studies are subsequently simulated for meta-analysis. We assume each study contains \( S = 40 \) samples. The first 20 samples are controls and the next 20 samples are cases (i.e. \( y_s = 0 \text{ if } 1 \leq s \leq 20 \text{ and } y_s = 1 \text{ if } 21 \leq s \leq 40 \)). When gene \( g \) is a DE gene (\( d_k = 1 \)) and for all \( k \), the expression intensities are simulated from \( x_{gk} \sim \mathcal{N}(0,1) \) if \( 1 \leq s \leq 20 \) and \( x_{gk} \sim \mathcal{N}(0,1) \) if \( 21 \leq s \leq 40 \). For a non-DE gene \( g \) (\( d_k = 0 \)), the expression intensities are simulated from \( x_{gk} \sim \mathcal{N}(0,1) \) and \( y_s \) for all \( s \). We further assume that the two array studies adopt different array platforms and each of them only covers a portion of genes in the genome. We assume the chance of each gene to be covered by study \( k \) is randomly generated with a sampling rate \( \lambda_k \). The sampled indicator vectors for gene \( g \) in study \( k \) is denoted by \( h_{gk} \), where \( h_{gk} = 1 \text{ if gene } g \text{ appears in study } k \) and \( h_{gk} = 0 \text{ otherwise} \).

In the following, we set \( \lambda = \text{Pr}(h_{gk} = 1) = \lambda_k \) (i.e. \( 1 \leq k \leq G = 500 \text{ and } 1 \leq k \leq K = 2 \)). As a result, study \( k \) contains \( G_k = \sum_{g=1}^{G} h_{gk} \) genes in the data matrix, which is a random variable and may be different in each simulation. The overlapped gene set of the two studies contains \( G = \sum_{k=1}^{K} h_{gk} \). In the implementation of MAPE_P, the original data in both studies with \( G_1 \) and \( G_2 \) genes can be used. For MAPE_G, the method requires only matched genes and the overlapped gene set \( G' \) in each study will be applied.

We perform \( \alpha = (0.1, 0.2, 0.25, 0.3) \) and \( \lambda = (0.4, 0.6, 0.8, 1) \) in this article. A total of \( B = 200 \) independent simulations are performed for each parameter setting. Intuitively, \( \alpha \) represents the size of the DE genes in the data, \( \alpha \) represents the strength of pathway enrichment and \( \lambda \) represents the coverage of an array platform on the genome. The power calculation of MAPE procedures is calculated as the proportion of occurrences that the pathway is claimed as an enriched pathway (details shown in the Supplementary Material).

Five simulation scenarios have been extensively explored below.

Scenario 1 (different degrees of effect sizes): \( \theta_1 = \theta_2 = 0.2, 0.5, 0.75, 1, 1.5, 2 \) and 4.

Scenario 2 (unequal effect size or equivalently unequal sample size across studies): \( \theta_1 = 2, \theta_3 = 3 \) and \( \theta_2 = 2, \theta_4 = 4 \).

Scenario 3 (increasing number of studies): \( \theta_1 = \ldots = \theta_4 = 0.5, 1, 2 \) and 4.

Scenario 4 (varying effect sizes across genes): \( \theta_1 = \theta_2 = \mathcal{N}(1.5, 0.5), \mathcal{N}(2, 0.5) \) and \( \mathcal{N}(4, 0.5) \).

Scenario 5 (inclusion of one weak signal study): \( \theta_1 = \theta_2 = \theta_3 = 2, \theta_4 = 0 \) and \( \theta_1 = \theta_2 = \theta_3 \sim \mathcal{N}(2, 0.2) \).

Results of Scenario 1 of varying effect sizes and Scenario 3 of varying number of studies are displayed in Figure 2E and G. The power difference of MAPE_P and MAPE_G are displayed by gradient colors under different \( \alpha \) and \( \lambda \) conditions. The smooth contour plots are performed with a surface smoothing technique using the R package 'fields' (Fields Development Team, 2006) and the solid lines demonstrating equal statistical power between MAPE_G and MAPE_P are shown in each plot. In the weak signal situation in Figure 2E (\( \theta_1 = \theta_2 = 0.5 \)), MAPE_G outperforms MAPE_P. For medium signal conditions (\( \theta_1 = \theta_2 = 0.75, 1 \) and 1.5), MAPE_P generally outperforms MAPE_G. Finally, when the effect sizes are large (\( \theta_1 = \theta_2 = 2 \) and 4), MAPE_G is more powerful when the array coverage rate \( \lambda \) is high or the pathway enrichment strength \( \alpha \) is low (0.15 < \( \lambda \) < 0.2). On the other hand, for a low array coverage rate \( \lambda \), \( \alpha 
eq 0 \) and \( \lambda \leq 0.7 \), the advantage of MAPE_P is not required because gene matching across studies becomes evident and MAPE_P is more powerful than MAPE_G.

In Figure 2G, MAPE_P has increasingly better statistical power than MAPE_G when the number of studies increases from 2 to 10. The detailed results of statistical power of MAPE_G, MAPE_P and the corresponding power difference are shown in Supplementary Figures 3, 5.1 and 5.2.

Our simulation examines the power of a single pathway. In a real application, hundreds to thousands of pathways are analyzed in the pathway database. Both types of pathways for which MAPE_G or MAPE_P have better power will co-exist in an analysis. This motivates our development of an integrated method MAPE_I to incorporate the advantages of the two methods. Figure 2F shows the power curves of the three methods when \( \theta = 4, \alpha = 0.2 \) and varying \( \lambda \). MAPE_I clearly has more robust and better performance over MAPE_G and MAPE_P on the two extremes of small and large \( \lambda \). The power curves in Supplementary Figures 3B, 5.1B and 5.2B show that MAPE_I generally has the best or near the best statistical power among the three MAPE variations.

Results of Scenario 2 (unequal effect sizes across studies), Scenario 4 (varying effect sizes across genes) and Scenario 5 (inclusion of a weak signal study) are shown in Supplementary Figures 3, 5.1 and 5.2.
We applied the proposed methods to two applications: drug response respectively. Among pathways detected by MAPE_P but not by pathways were identified by MAPE_P, MAPE_G and MAPE_I, response-related pathway was found. In Figure 3B, 60, 36 and 54 by MAPE_I (category VI and VII in Fig. 4A), no known drug – 27 pathways detected by MAPE_I but not by either individual study 28 and 21 pathways identified by each individual study). Among the analyses cannot discover (54 pathways identified by MAPE_I versus 54 pathways identified by MAPE_I and loses FDR control. In the second example, we performed similar analysis to the application of combining two lung cancer studies when comparing normal versus adenocarcinoma tissues. Similar conclusions are found in Figure 4C and D. The detailed results are shown in Supplementary Table 4.

4 CONCLUSIONS AND DISCUSSIONS

In this article, we discussed framework and evaluation of two meta-analysis approaches for pathway enrichment analysis, namely MAPE_G and MAPE_P; which combine statistical significance at the gene level and at the pathway level respectively. In general, MAPE_P has the advantage of not requiring gene matching across studies and is often statistically more powerful. MAPE_G is, however, found more powerful when the majority of genes across studies can be properly matched or when the effect sizes are small. We proposed an integrated approach, namely MAPE_I, to accommodate the advantages of MAPE_G and MAPE_P and to capture pathways of potential biological interest from both methods. Our simulation study characterized conditions of when and how MAPE_G and MAPE_P outperform one another and verified the robust performance of MAPE_I. Applications to breast cancer cell line drug response and lung cancer demonstrated similar conclusions and identified previously verified pathways related to drug response and carcinogenesis. Meta-analysis identified more pathways than individual studies. The MAPE_I procedure integrated results from MAPE_P and MAPE_G and is generally recommended in practice. To our knowledge, this is the first article to systematically investigate and develop meta-analysis approaches for pathway enrichment analysis. This article provides an initial investigation of a unified framework. Conceptually, any meta-analysis technique and enrichment analysis. This article provides an initial investigation of a unified framework. Conceptually, any meta-analysis technique and pathway enrichment method can be combined under the proposed framework. This article has several limitations and future directions.

First of all, the conclusions are drawn in two class comparisons using t-statistics. Our software package has allowed correlation, F-statistics and Cox proportional hazard model to allow continuos,
multiclass and censored survival clinical variables while more extensive evaluation is needed for such situations. Secondly, we require no gene missingness across all studies for MAPE_G in this article. This requirement could be relaxed by modifying MAPE_G algorithm allowing gene missingness in the inference of null distributions. Thirdly, our algorithm integrates information across studies by taking maximum of P-values, requiring DE signal in all studies. When many studies are combined, the maxP method becomes too stringent and a robust r-th rank method (e.g. 70 percentile statistics across all studies) is more desirable. Finally, the permutation test scheme in this article does not rigorously consider gene dependency structure and potential hierarchical dependency in pathway database (e.g. Gene Ontology). Although detailed discussion is beyond the scope of this article, many recent methods have been developed to answer or alleviate this problem (Benjamini and Yekutieli, 2001; Farcomeni, 2006; Romano et al., 2008; Tsai et al., 2003) and incorporation of these methods is a future direction.

As was discussed in text, many meta-analysis techniques and pathway enrichment analysis methods have been developed in the past few years. Another valuable future direction would involve incorporating and evaluating the many available methods in both areas and assess their performance to choose the best method. As the next-generation sequencing technology is getting popular and will become affordable for expression analysis in the near future, the proposed methodology can be extended to such RNA-seq data.
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