A Bayesian approach to targeted experiment design
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ABSTRACT

Motivation: Systems biology employs mathematical modelling to further our understanding of biochemical pathways. Since the amount of experimental data on which the models are parameterized is often limited, these models exhibit large uncertainty in both parameters and predictions. Statistical methods can be used to select experiments that will reduce such uncertainty in an optimal manner. However, existing methods for optimal experiment design (OED) rely on assumptions that are inappropriate when data are scarce considering model complexity.

Results: We have developed a novel method to perform OED for models that cope with large parameter uncertainty. We employ a Bayesian approach involving importance sampling of the posterior predictive distribution to predict the efficacy of a new measurement at reducing the uncertainty of a selected prediction. We demonstrate the method by applying it to a case where we show that specific combinations of experiments result in more precise predictions.

Availability and implementation: Source code is available at: http://bmi.bmt.tue.nl/sysbio/software/pua.html

Received on October 28, 2011; revised on January 31, 2012; accepted on February 17, 2012.

1 INTRODUCTION

Computational models can be used to predict (un)measured behaviour or system responses and formalize hypotheses in a testable manner. To be able to make predictions parameters are required. Despite the development of new quantitative experimental techniques, data are often relatively scarce. Consequently the modeller is faced with a situation where large regions of parameter space can describe the measured data to an acceptable degree (Braunmark et al. 2010; Calderhead and Girolami 2010; Gutenkunst et al. 2007). This is not a problem when the predictions required for testing the hypothesis (which we shall refer to as predictions of interest) are well constrained (Kreutz et al. 2008; Cremer et al. 2011; Gutenkunst et al. 2007). When this is not the case more data will be required. Optimal experiment design (OED) methods can be used to determine which experiments would be most useful in order to perform statistical inference. Classical design criteria are often based on linearization around a best fit parameter set (Kreutz and Timmer 2004) and pertain to effectively constraining the parameters (Faller et al. 2003; Rodriguez-Fernandez et al. 2007) or predictions (Casey et al. 2005). However, when data are scarce considering the model complexity or the model is strongly non-linear, such methods are not appropriate (Kreutz et al. 2010). This makes investigating the role of parameter uncertainty in OED a relevant topic to explore.

We propose a method for experimental design that overcomes these issues by adopting a probabilistic approach which incorporates prediction uncertainty. Our method enables the modeller to target experimental efforts in order to selectively reduce the uncertainty of predictions of interest. Using our approach, multiple experiments can be designed simultaneously revealing potential benefits that might arise from specific combinations of experiments.

We focus on biochemical networks that can be modelled using a system of ordinary differential equations. These models comprise of equations \( f(\bar{x}(t), \bar{u}(t), \bar{p}) \) which contain parameters \( \bar{p} \) (constant in time), inputs \( \bar{u}(t) \) and state variables \( \bar{x}(t) \). Given a set of parameters, inputs and initial conditions \( \bar{x}(0) \) these equations can subsequently be simulated. Measurements \( \bar{y}(t) \) are performed on a subset and/or a combination of the total number of states in the model. Measurements are hampered by measurement noise \( \xi \) while many techniques used in biology (e.g. western blotting) necessitate the use of scaling and offset parameters \( \bar{q} \) (Kreutz et al. 2007). We define \( \bar{y} = [\bar{p}, \bar{q}, \bar{x}] \), which lists all the required variables to simulate the model.

\[
\begin{align*}
\bar{y}(t) &= f(\bar{x}(t), \bar{u}(t), \bar{p}) \\
\bar{y}(t) &= g(\bar{x}(t), \bar{q}) + \xi(t) \\
\bar{y}(0) &= \bar{y}_0
\end{align*}
\]

In order to perform inference and experiment design an error model is required. For ease of notation we shall demonstrate our method using a Gaussian error model. If we consider \( M \) time series of length \( N_i \) \( i = 1, \ldots, M \) hampered by such noise, we obtain Equation 4 for the probability density function of the output data. Here \( y^f \) is the true system with true parameters \( \theta_i \), where \( \sigma_{y_i} \) indicates the SD of a specific data point and \( K \) serves as a normalization constant.

\[
P(y_j | \theta_i) = \prod_{j=1}^{M} P(y_j | \theta_i, \sigma_{y_i})
\]

\[
P(y_j | \theta_i, \sigma) = \frac{1}{(2\pi \sigma)^{N_i/2}} \exp\left(-\frac{1}{2\sigma^2} \sum_{k=1}^{N_i} (y_{ik} - \theta_i) ^2 \right)
\]

Using Bayes’ theorem, we obtain an expression for the posterior probability distribution over the parameters (Klinke 2001). The posterior probability distribution is given by normalizing...
Equation 3 multiplied with the prior to a unit area. Here \( P(y|\theta_t) \) corresponds to the probability of observing dataset \( y \) given the true parameters \( \theta_t \). Both computational as well as methodological advances have made Markov Chain Monte Carlo (MCMC) an attractive option for obtaining samples from such a distribution (Casella 1993; Geman and Geman 1984; Klinke 2009).

Given a sample of the posterior parameter distribution, predictions can be made by simulating the model for each of the parameter sets. The distribution of such predictions shall be referred to as the posterior predictive distribution (PPD) and reflects their uncertainty. Since all of these predictions are linked via the parameter distributions, the relations between the different predictions can be exploited for experimental design. By considering the effects of a new measurement on the PPD, it is possible to predict how useful an experiment would be. Our approach consists of a number of steps. First, we briefly mention how to compute the PPD. Subsequently we detail how to compute the efficacy of the new measurement. In a third step this measure is used for experimental design. We conclude by demonstrating the method by applying it to a case study.

2 APPROACH

In order to overcome the limitations of existing OED methods, a sampling-based approach for experimental design is proposed. This approach consists of four consecutive steps which we shall outline below.

2.1 Step 1. Computation of the posterior parameter distribution

The first step in the analysis is computing the posterior parameter distribution of the model based on the available data:

\[
P(\theta_t|y) = P(y|\theta_t) P(\theta_t) / \int P(y|\theta) P(\theta) d\theta
\] (6)

Here probability reflects a degree of belief and prior knowledge regarding the parameters is included in the form of priors, and \( P(\theta_t|y) \) denotes the conditional probability of the data given the model parameters. The unnormalized form of this function is often referred to as the likelihood function. Furthermore, \( P(\theta_t) \) refers to the prior distribution of the parameters.

In order to sample from the posterior distribution we employ a MCMC method known as the Metropolis–Hastings algorithm. This algorithm performs a random walk through parameter space where each subsequent step is based on a proposal distribution (centred on the current step) and an acceptance criterion based on the proposal and probability densities at the sampled points. In brief, after an initial burn-in period (which is discarded), MCMC methods generate samples from probability distributions whose probability densities are known up to a normalizing factor. The Metropolis–Hastings algorithm proceeds as follows:

1. Generate a sample \( \theta_{n+1} \) by sampling from a proposal distribution based on the current state \( \theta_n \).
2. Compute the likelihood of the data \( L(y|\theta_{n+1}) \) and calculate \( P(\theta_{n+1}|y) = L(y|\theta_{n+1}) P(\theta_{n+1}) / \int P(\theta_{n+1}) d\theta \), where \( P(\theta_{n+1}) \) refers to the prior density function.
3. Draw a random number \( y \) from a uniform distribution between 0 and 1 and accept the new step if \( y < \min \left( 1, \frac{P(\theta_{n+1}|y)}{P(\theta_n|y)} \right) \).

Here \( P(\theta_{n+1}|y) \) refers to the proposal density from current parameter set \( \theta_n \) to \( \theta_{n+1} \). The ratio \( \frac{P(\theta_{n+1}|y)}{P(\theta_n|y)} \) measures detailed balance, a sufficient condition for the Markov chain to converge to the equilibrium distribution. It corrects for sampling biases resulting from non-symmetric proposal distributions and is defined as the ratio between the proposal densities associated with going from \( n \) to \( n+1 \) and \( n+1 \) to \( n \). We employ an adaptive Gaussian proposal distribution whose covariance matrix is based on a quadratic approximation to the posterior probability at the current sample point (Gutenkunst et al. 2007). Further details regarding the implementation can be found in the Supplementary Materials.

2.2 Step 2. Determine PPDs for all candidate experiments

A PPD is a distribution of predictions conditioned on the available data as shown in Equation 3. A PPD is obtained by simulating the model (including the addition of measurement noise) for a sample of parameter sets from the posterior parameter distribution. We simulate a PPD for each candidate experiment. These PPDs link the parameters to the predictions and via the parameters also link predictions (across different experiments) to each other. The model and data constrain the dynamics of the system and hereby implicitly impose non-trivial relations between the different predictions. Therefore, the observables of candidate experiments are related to our prediction of interest. The next step is to exploit the relations within these distributions for experimental design:

\[
P(y|\theta_{n+1}) = \int P(y|\theta) Q(\theta|\theta_{n+1}) d\theta
\] (7)

2.3 Step 3. Predict EVR based on PPDs and measurement accuracies

To be able to perform experiment design a measure of expected measurement efficacy is required. For this purpose, we introduce the expected variance reduction (EVR). Consider an independent new measurement of a specific prediction (observable). This new measurement is associated with an error model \( G \) which reflects a certain degree of uncertainty associated with the new experiment. If this new experiment were to be performed and a value is obtained, then the subsequent step would be to incorporate the new data point (and its associated error model) in the likelihood function and re-perform the MCMC. This new data would subsequently constrain the posterior parameter distribution, hence also affecting the prediction of interest (which cannot be measured directly). This process is illustrated in Figure 2.

The outcome of the experiment is known only after the experiment has been performed. Therefore the measured value in the error model is not known a priori. However, the PPD provides us with a predicted distribution of this value (shown in grey in Fig 2) which reflects the uncertainty associated with this value. Samples from the PPD can subsequently be substituted as ‘true’ values in the error model. By repeating this process for every R-th point of our MCMC chain and averaging the result, we weight by the probability distribution of this predicted value. Considering that a single MCMC is often already computationally demanding, such a nested MCMC is often already computationally demanding, such a nested MCMC probability distribution of this predicted value. Considering that a single MCMC is often already computationally demanding, such a nested MCMC

\[
\text{EVR} = \int P(\theta_{n+1} | \text{data}) \frac{1}{\text{PPD}} \left( \frac{\text{PPD (data)} - \text{PPD (no data)}}{\text{PPD (data)}} \right) \text{d} \theta
\] (8)

where \( P(\theta_{n+1}) \) is the posterior distribution of the \( n+1 \) sample and \( \text{PPD (data)} \) is the posterior predictive distribution of the data used to determine the initial posterior distribution, the density model for the new data point, and the parameter prior. Assuming that the new data point is independent of the existing data points we can state that \( P(\theta_{n}|y_{n+1}) \propto P(y_{n+1}|y_n|y|\theta_{n+1})P(\theta_{n+1}) \) in order to obtain the following equation for the new normalized posterior 3. In this equation, \( Z_1 \) and \( Z_2 \) denote the normalization constants of the old and new posterior, respectively.

\[
P(\theta_{n+1}|y_{n+1}) = \frac{P(y_{n+1}|y_n|y|\theta_{n+1})P(\theta_{n+1})}{\int P(y_{n+1}|y_n|y|\theta)P(\theta) d\theta}
\] (9)

This relation between the two posteriors can be exploited in order to compute expected values by re-weighting samples from the old posterior.
We subsequently compute such an expected value for each outcome of the experiment. The mean of these expected values then provides
Hence this provides a distribution of expected values considering possible order to compute expected values. This is shown in Equation (11), where the old data and the model, the distribution on the hypothesis side is also updated in light of the new data point and shown in white.

appropriately. Rather than running a new MCMC for every sample, we can use self-normalized importance sampling on the predictions of the output in order to compute expected values. This is shown in Equation (14), where samples \( \tilde{\theta}_i \) and \( \tilde{\theta}_0 \) are taken from the old posterior distribution, \( T \) indicates the number of MCMC samples included in the analysis and \( \theta \) indicates our quantity of interest.

\[
E(z_{\tilde{\theta}_i}) = \int P_{N}(z_{\tilde{\theta}_i} | \tilde{\theta}_i) \, d\tilde{\theta}_i = \frac{1}{T} \sum_{i=1}^{T} P_{N}(z_{\tilde{\theta}_i} | \tilde{\theta}_i) \,
\]

As mentioned before, the value of \( y_o \) is not known a priori. Therefore, we subsequently compute such an expected value for each parameter set in the PPD with \( y_o \) set to the predicted output value from the original PPD. Hence this provides a distribution of expected values considering possible outcomes of the experiment. The mean of these expected values then provides us with a prediction of the quantity of interest. The entire approach can then be succinctly summarized in Equation (15). Here the expected value of \( z \) is computed, \( G \) corresponds to the error model and \( \theta \) refers to the \( i \)-th parameter vector of the chain. Assuming a Gaussian error model with SD \( \sigma \) for a new measurement on the output \( y \), probability model \( G \) is given by Equation (16).

\[
\sigma^2_{\text{new}} = \sigma^2_{\text{old}} + \text{var}_{\text{new}} \cdot \text{var}_{\text{old}}^{-1}
\]

After performing the new measurements with given SDs \( \sigma \), the covariance matrix is updated according to Equation (17). The resulting variance of the prediction of interest \( z \) can then be obtained as \( \text{var}_{\text{new}}(1,1) \).

2.3.1 Linear variance reduction: When the measurement error models and PPD can reasonably be assumed Gaussian, one can approximate the variance reduction by approximating the PPD between the output and the measurements of interest with a multivariate Gaussian distribution. First the PD covariance matrix \( \Sigma_{\text{prior}} \) is computed, where \( z \) denotes the output of interest and \( \sigma^2_{\text{old}} \) the \( i \)-th MCMC sample of the \( a \)-th measurable state (without measurement noise), with \( Q \) and \( T \) the number of measured points and samples, respectively.

The probability density model can be obtained by multiplying the error models for each candidate measurement. Subsequently, the space of all candidate measurements is sampled using Monte Carlo sampling. The efficacy of a specific combination of measurements is evaluated by computing the variance reduction, which is defined as Equation (18). During this sampling stage, additional constraints which arise because of practical considerations can be imposed on the experimental design (simply by rejecting such samples). An example of this could be the inability to measure certain states simultaneously. The optimal experiment is then obtained by determining the combination of measurements that yields the maximal predicted variance reduction.

3 COMPUTATIONAL METHODS

All of the discussed algorithms were implemented in Matlab (Natick, MA, USA). Numerical integration of the differential equations was performed with compiled MEX files using numerical integrators from the SUNDIALS CVode package (Lawrence Livermore National Laboratory, Livermore, CA, USA). Absolute and relative tolerances were set to \( 10^{-12} \) and \( 10^{-13} \), respectively. The Gaussian proposal distribution for the MCMC was based on an approximation to the Hessian computed using a Jacobian obtained

\[
\var\big((\hat{\theta})^T (\hat{\theta})\big) = \hat{\theta}^T \Sigma_{\text{prior}} \hat{\theta}
\]

\[
\text{Var}R = 1 - E \left( \frac{\text{var}_{\text{old}}}{\text{var}_{\text{new}}} \right)
\]
To illustrate our method, we apply it to a model of the JAK-STAT concentration of phosphorylated STAT in the cytoplasm (\(x_2\)) and the total concentration of phosphorylated STAT in the cytoplasm (\(x_3\)) were measured. Note that the step from \(x_2\) back to \(x_1\) is associated with a delay.

using finite differencing (\(H = JT J\)). All available priors were subsequently included in the Hessian approximation. After convergence, the chain was thinned to 10,000 samples. The SVR was computed in parallel using OpenCL on the GPU using a compiled MEX file.

4 RESULTS

To illustrate our method, we apply it to a model of the JAK-STAT signalling pathway (Raue et al. 2009; Toni et al. 2009). The model is based on a number of hypothesized steps (See Figure 2). The first reaction describes the activation of the erythropoietin receptor which subsequently phosphorylates cytoplasmic STAT (\(x_1\)). Then phosphorylated STAT (\(x_2\)) dimerises (\(x_3\) and is imported into the nucleus (\(x_4\)). Here dissociation and dephosphorylation occurs which are associated with a time delay. Similar to the implementation given in the original paper, the driving input function was approximated by a spline interpolant, while the delay was approximated using a linear chain approximation (\(x_5, ..., x_9\)).

\[
\begin{align*}
\dot{x}_1 &= \frac{V_{cyt}}{10} (p_1 x_{11}) - p_{12} x_{12} - p_{31} x_{31}, \\
\dot{x}_2 &= p_{12} x_{12} - 2 p_{22} x_{22}, \\
\dot{x}_3 &= p_{32} x_{22} - p_{33} x_{33} - p_{13} x_{13}, \\
\dot{x}_4 &= p_{14} x_{14} - p_{15} - p_{43} x_{43}, \\
\dot{x}_5 &= \frac{V_{cyt}}{10} (p_3 x_{33}) - p_{45} x_{45}, \\
\dot{x}_6 &= p_{45} x_{45} - p_{46}, \\
\dot{x}_7 &= p_{46} x_{46} - p_{47}. 
\end{align*}
\]

In order to infer the posterior distribution from the paper by Swamuye et al. (2003; http://webber.physik.uni-freiburg.de/~jeti/XPAS_Swameye_Data/dataset 1) was used. Measured quantities were the total concentration of STAT (\(x_1 + x_2 + 2x_3\)) and the total concentration of phosphorylated STAT in the cytoplasm (\(x_2 + 2x_3\)), both reported in arbitrary units (which necessitates two scaling parameters). The initial cytoplasmic concentration of STAT is unknown while all other forms of STAT are assumed zero at the start of the simulation. Given the data, not all parameters are identifiable (Raue et al. 2009). We used uniform priors in logspace for the kinetic parameters and a Gaussian (\(\mu = 200 \text{nM}, \sigma = 20 \text{nM}\)) for the initial condition. Parameter two was bounded between ranges, since this parameter was non-identifiable from the data (Raue et al. 2009). We simulated two chains starting at different initial values up to one million parameter sets and assessed convergence by visually inspecting differences between batches of samples.

The uncertainty in model parameters propagates as an uncertainty in the predicted responses of the state variables. PPDs were simulated for all states as well as the summations of states already measured. To simulate the PPDs the chain of parameter sets was thinned to 10,000 samples using equidistant thinning. Since the error model in this case is additive Gaussian noise, there is no need to explicitly simulate measurement noise. This can be taken into account by multiplying the SD of the measurement by \(\sqrt{2}\) (see Supplementary Materials for more information). An example is shown in Figure 4 revealing the relation between two predictions at different time points. For a complete overview of the PPDs for all states, see the Supplementary Materials.

The relation between the PPDs of different states was explored. This relation between two states at the indicated time points is shown in more detail in both scatter plot and 2D histogram form in Figure 4. The former shows the actual samples from the PPD for one point in time. Here each dot represents a simulated value for one parameter set from the MCMC chain. As shown in the figure, these different states are often non-linearly related at specific points in time. The associated 2D histogram corresponds to the same information interpreted as probability density. Considering state 3 as observable and state 4 as prediction, while assuming a measurement accuracy of \(\sigma = 10/\sqrt{2}\), it can be observed that a significant decrease in variance can be attained during the rise of state 3. Measuring state 3 at the peak value however, results in a smaller variance reduction.

A few things can be observed. In order for the measurement to be useful, there should be a correlation between the measurement and the prediction of interest. Additionally, the uncertainty in both should be large enough. Since all predictions of state 3 start with an initial condition of zero, this implies that the uncertainty at this point is low. Therefore, an additional measurement at \(t = 0\) would not yield appreciable variance reduction which is also reflected by the fact that the SVR starts at a value of zero.

In order to demonstrate the flexibility of our method it was decided to perform OED for a quantity that depends on the model predictions in a highly non-linear fashion, namely the time to peak for the concentration of dimerized STAT in the nucleus (state 4). The time to peak was computed for the state 4 prediction for each parameter set from the posterior parameter distribution. We assumed that all states except state 4 are measurable with an accuracy of \(\sigma = 10/\sqrt{2}\). As potential measurements we also included the two sums of states as measured in earlier experiments. The experiment space was sampled using a Monte Carlo approach, uniformly sampling the experiment space.

This sampling is shown in Figure 5 where the SVR is shown for several combinations of two measurements. In this figure each axis corresponds to a potential measurement. Different model outputs (potential measurements) are separated using grid lines, while...
reductions are attained but the timing accuracy required for a further reduction could consider measuring state three and one instead. Here, smaller reductions are obtained by measuring state one at an early and late time point. This result underlines the benefit of being able to combine multiple measurements in the OED. Furthermore, the analysis clearly revealed that the timing of this first time point is crucial. Finding a sensible trade off between EVR and its inaccuracy regarding the accuracy of this estimate into the selection process. In order to obtain the posterior distribution, the parameters are required to be either identifiable or restricted by means of an error model which is not restricted to such error models. In statistical parameter inference it is important to determine which error model to use for each experiment as this will define the appropriate likelihood function. If the likelihood function cannot be computed explicitly then approximate Bayesian methods can provide a solution.

The interval between each pair of lines corresponds to an entire time series. The colour value indicates the SVR for that specific experiment. Recall that the original dataset contained measurements of two sums of model states. These two observables correspond to outputs 5 and 6 in Figure A which indicates that additional measurements on these would provide very little additional variance reduction.

Fig. 3. Top left: one simulated time course of state 3 superimposed on the PPD. Two time points are indicated with circles. Bottom left: correlation coefficient between states 3 and 4 and SVR of state 4 based on a measurement of state 3 (SVR). The relation between the two states at the indicated time points is shown in both scatter plot and 2D histogram form. The former shows the actual samples from the PPD for one point in time. Here the dots represent simulated values belonging to different parameter sets from the MCMC chain. In the histogram the colour indicates the number of samples in a particular region which is proportional to the probability density.

Fig. 4. Variance reduction of the peak time of dimerized STAT (x₄) with respect to two new measurements. (A) Each axis represents an experiment, where the different model outputs are numbered. Numbers 1 to 3 correspond to the first three states whereas 4 and 5 correspond to the sums of states on which the original PPD was parametrized. Note that each block on each axis corresponds to an entire time series. The block corresponding to experiments involving state 1 is shown enlarged in (B). Variance reduction is computed using the importance sampling method.

The expected value of a distribution of variance reductions. However, since the entire distribution of possible variance reductions has been computed one could also consider incorporating information regarding the accuracy of this estimate into the selection process. Finding a sensible trade off between EVR and its inaccuracy considering the prediction uncertainty remains an open topic for further research.

In our method, we base the experimental design on the expected value of a distribution of variance reductions. However, since the entire distribution of possible variance reductions has been computed one could also consider incorporating information regarding the accuracy of this estimate into the selection process.

5 DISCUSSION AND CONCLUDING REMARKS

In this article, we have outlined a flexible method to perform experimental design. Here a Gaussian probability density function was used to model the uncertainties. Note, however, that our method is not restricted to such error models. In statistical parameter inference it is important to determine which error model to use for each experiment as this will define the appropriate likelihood function. If the likelihood function cannot be computed explicitly then approximate Bayesian methods can provide a solution.

In the OED the timing of the new measurement is assumed instantaneous (infinitely accurate). It remains an open but relevant challenge to incorporate temporal inaccuracies in the current framework. It is expected that when timing is more error prone and explicitly accounted for, experiments that are only effective during brief time intervals will be marked as less beneficial for variance reduction.

Since both error models in this case are Gaussian, the same analysis can be performed using the LVR (which for T=1000 samples is about 100-fold faster). The resulting sampling is shown in Figure B. Qualitatively, the results agree well with those in Figure A revealing its applicability as an initial sampling step. Information gained from an initial LVR sweep can subsequently be used to sample only relevant regions of the experiment design space. Another example can be found in the Supplementary Materials.
This ESS gives a measure for the quality of the sampling. Given a sufficiently large posterior distribution, the computational burden will be less sensitive to the assumed priors. It is important to verify that the model sufficiently describes the acquired data as ESS will be based on model predictions.

The method is not limited to a specific family of distributions for the parameters and model predictions. However, strong distributions (such as high variance logarithmic distributions) can be problematic. The reason for this is that in such cases estimates from a small sample of the tail are quite unreliable and give a poor description of the distribution. Therefore it is important to posteriori visually inspect the distribution at the time point of determination optimal. In the case of heavy tailed distributions, we would like to point out that if the goal is to discriminate between models, alternative approaches based on model predictions. Since it is not always possible to obtain a reliable estimate of the new variance, it can be problematic but easily tested (Raue et al., 2010).

The method is not limited to a specific family of distributions for the parameters and model predictions. However, strong distributions (such as high variance logarithmic distributions) can be problematic. The reason for this is that in such cases estimates from a small sample of the tail are quite unreliable and give a poor description of the distribution. Therefore it is important to posteriori visually inspect the distribution at the time point of determination optimal. In the case of heavy tailed distributions, we would like to point out that if the goal is to discriminate between models, alternative approaches based on model predictions. Since it is not always possible to obtain a reliable estimate of the new variance, it can be problematic but easily tested (Raue et al., 2010).

We proposed a flexible data-based strategy for OED. Where existing design parameters or target the variance of predictions using model linearization (Casey et al., 2007). This method is not limited to any specific assumption regarding the parameter distribution. It remodeler to select specific predictions of interest that are constrained using error model or assumption regarding the parameter distribution. It is then also possible to determine which predictions have time and resources. Furthermore, it allows the interest to be any quantity that can be obtained from an additional strength of the method is that multiple measurements can be included in the design simultaneously and to calculate their combinatorial efficacy.
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