A novel method for predicting activity of cis-regulatory modules, based on a diverse training set
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Abstract

Motivation: With the rapid emergence of technologies for locating cis-regulatory modules (CRMs) genome-wide, the next pressing challenge is to assign precise functions to each CRM, i.e. to determine the spatiotemporal domains or cell-types where it drives expression. A popular approach to this task is to model the typical k-mer composition of a set of CRMs known to drive a common expression pattern, and assign that pattern to other CRMs exhibiting a similar k-mer composition. This approach does not rely on prior knowledge of transcription factors relevant to the CRM or their binding motifs, and is thus more widely applicable than motif-based methods for predicting CRM activity, but is also prone to false positive predictions.

Results: We present a novel strategy to improve the above-mentioned approach: to predict if a CRM drives a specific gene expression pattern, assess not only how similar the CRM is to other CRMs with similar activity but also to CRMs with distinct activities. We use a state-of-the-art statistical method to quantify a CRM’s sequence similarity to many different training sets of CRMs, and employ a classification algorithm to integrate these similarity scores into a single prediction of the CRM’s activity. This strategy is shown to significantly improve CRM activity prediction over current approaches.

Availability and Implementation: Our implementation of the new method, called IMMBoost, is freely available as source code, at https://github.com/weiyangedward/IMMBoost.

Contact: sinhas@illinois.edu

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

Gene expression is regulated by the interaction of transcription factors (TFs) and their associated cis-regulatory sequences in the genome. These sequences, called ‘cis-regulatory modules’ (CRMs), harbor a collection of transcription factor-binding sites (TFBSs) that implement the ‘logic’ underlying precise spatiotemporal patterns of gene expression such as those seen in developing embryos (Davidson, 2001). A major challenge in the study of CRMs is to accurately differentiate genomic sequences that drive a specific spatiotemporal expression pattern from sequences that are either not functional or drive a different expression pattern. This ‘CRM classification’ problem is the subject of our study.

Powered by rapidly advancing sequencing technologies, several experimental techniques have recently emerged for regulatory element identification. These techniques include DNase-seq (Boyle et al., 2008), ChIP-Seq (Visel et al., 2009), FAIRE-seq (Giresi et al., 2007) and ATAC-seq (Buenrostro et al., 2013) among others, and have expanded the catalog of putative CRMs (mostly in human cell lines and model organisms) by orders of magnitude. Despite their widespread success (Bernstein et al., 2010), these
techniques, which rely upon DNA accessibility profiles and epigenomic marks to locate CRMs, do not offer a solution to the more challenging problem of identifying the expression pattern driven by a CRM.

Computational approaches to predict CRMs associated with a regulatory network have gained in popularity as an alternative to experimental genome-wide profiling (Aerts, 2012). A common approach is to start with a set of known TFs from the network, along with their binding site motifs, and to search genome-wide for the putative binding regions (Blatti et al., 2015; Frith et al., 2003; Philippakis et al., 2005; Sun et al., 2012). However, this approach is often limited by missing knowledge of TFs relevant to the regulatory system and/or their binding site motifs. An alternative computational approach, called ‘supervised CRM prediction’, instead relies on a set of CRMs that drive a specific expression pattern to train a model that is used to search for other CRMs with similar activity (Kantorovitz et al., 2009). This ‘motif-blind’ strategy does not rely on prior knowledge of TFs relevant to the regulatory network, or their binding site motifs. It is therefore widely applicable to a number of different regulatory networks and expression patterns, although it is less amenable to discovery of CRMs with pre-defined motif arrangements. We have also shown that it accurately predicts CRMs in less annotated genomes that are highly diverged from the species that the training CRMs belong to (Kazemian et al., 2014). As an example of this approach, Lee et al. (2011) showed that support vector machine (SVM) trained on ‘k-mer’ (short word) frequencies in a training set can accurately predict regulatory sequences bound by EP300/CREBBP. Narlikar et al. (2010) built a linear regression model from sequence features to predict human heart CRMs. Kazemian et al. (2011) used an ‘interpolated Markov model’ (IMM) to learn from short words of varying length and identified CRMs that are active in specific expression domains in Drosophila species. An IMM combines Markov chains of different orders (up to 5 in our case), to account for the fact that k-mer signatures of TF binding sites in a CRM may not be described by a fixed order Markov model. Motif-blind approaches to CRM classification have been explored by several other authors as well (e.g. Ghandi et al., 2014).

However, even the state-of-the-art methods of this genre are prone to false positives and may report CRMs that either drive gene expression in spatiotemporal domains different from the predicted domain (incorrect CRM activity prediction) or fail to drive gene expression completely (incorrect CRM prediction) (Kazemian et al., 2011; Narlikar et al., 2010). The goal of our study is to derive a more robust and predictive model that harnesses the benefits of current statistical methods for supervised CRM prediction, but alleviates the issue of false positives without requiring additional data beyond DNA sequence information.

Supervised CRM prediction methods learn a model (sequence features) from a set of CRMs that drive a specific spatiotemporal expression pattern (‘training data’), and then search for other CRMs matching that model. Methods seeking to improve this approach have explored the integration of experimental data beyond sequence (Ahmad et al., 2014; Erwin et al., 2014; Kleftogiannis et al., 2015). However, without acquiring additional types of data, opportunities for CRM prediction improvement are limited. Here, we ask whether or not it is possible to improve the ability to predict CRMs of a specific activity (spatiotemporal expression pattern) by incorporating the knowledge of CRMs that drive other related or distinct expression patterns. To answer this question, we started with a previously published state-of-the-art supervised CRM prediction method (IMM), whose accuracy was demonstrated on a comprehensive benchmark of many different expression domains in Drosophila development. Here, we developed a ‘meta-technique’ on top of IMM, where a separate IMM model is trained on CRMs associated with each of 38 different expression domains, and the activity of a candidate CRM is predicted based on its match to each of those models. We call this meta-technique ‘IMMBoost’, since it is used here to boost the accuracy of the IMM method. (The term ‘boost’ is used with its common English meaning, not the specific technique of ‘boosting’ used in machine learning.) We note however that the same strategy can in principle be applied to potentially improve the performance of any other model of sequence features in a set of co-functional CRMs. Upon assessing how well the candidate CRM matches each of the training sets of co-functional CRMs (‘CRM sets’), IMMBoost uses a classifier [SVM or Random Forest (RF), or both] to make its final decision about that CRM’s activity.

We evaluated the performance of IMMBoost on two important tasks: (i) to differentiate CRMs active in a spatiotemporal expression domain from random non-coding regions; (ii) to discriminate CRMs that are active in a specific expression domain from CRMs that drive expression in other domains. Cross validation was used to show that IMMBoost improves predictive power over IMM, for both tasks. We also built an ensemble model that combines IMMBoost and IMM to further increase prediction accuracy. A head-to-head comparison between this ensemble model and another state-of-the-art k-mer based method (Lee et al., 2011) further demonstrated the advantage of learning from CRMs that are active in other expression domains. Closer examination of the parameters of trained IMMBoost models revealed that in several cases the knowledge and use of CRMs with expression patterns different from that of the candidate CRM play a critical role in accurate activity assignment for that CRM. This observation provides further evidence for the basic premise of our new technique: that to predict if a CRM drives a specific expression pattern, it helps to assess how similar the CRM is to other CRMs with that pattern and also to CRMs with distinct patterns.

2 Materials and methods

2.1 Data sets

We defined 38 CRM sets, each comprising Drosophila melanogaster CRMs that drive expression in a common domain, largely by borrowing from (Kazemian et al., 2014), with minor updates based on the REDfly database (Supplementary Materials S1). A CRM set is named by its expression domain, with prefix ‘mapping1’ or ‘mapping2’ added to refer to different levels of specificity in an expression domain (‘mapping2’ represents more broadly defined domains than ‘mapping1’). Each data set consisted of a CRM set (‘positive’ examples) and 100 sequences (‘negative’ examples) randomly sampled from DNA-accessible, inter-genic regions with lengths and GC content similar to the CRMs. DNA-accessibility information was taken from BDTPN Chromatin Accessibility (DNase) peaks at stage 5 of D. melanogaster development from UCSC Tracks (http://genome.ucsc.edu/) and repeats in these regions were masked using Tandem Repeats Finder (Benson, 1999). Additionally, we ensured the sampled regions did not overlap with any of the existing training CRMs or annotated genes for D. melanogaster. Note that the above positive and negative examples were used both for training classifiers and testing them, in a cross-validation scheme. We chose DNA-accessible regions for negative data since they include CRM-like features such as TF-binding motifs, that target the ability of an algorithm to distinguish sequences with specific motif architectures as opposed to any motif architecture (Arvey et al., 2012). To generate negative examples of CRMs from
non-target domains, we randomly picked 100 unique *D. melanogaster* CRMs from domains different from the target domain. We further obtained orthologous CRM sequences from 10 other *Drosophila* species using LiftOver program from the UCSC Genome Browser website with minMatch = 0.25 and other parameters set to default values. During classifier training, sequence features of any example (positive or negative) were obtained from the sequence of that CRM or random segment, along with its orthologous sequences from other *Drosophila* species. During testing, sequence features were taken from *D. melanogaster* segments only. We ensured that the same CRM does not appear both in the training and test examples, as might happen in some cases when a CRM belongs to two expression domains. All data sets are made available in the Supplementary Materials S1 and S2 at https://github.com/weiyangedward/IMMBoost.

2.2 Training models
For each expression domain $d$, two fifth-order IMMs were trained as in (Kazemian et al., 2011): one on the positive examples (IMM$^+$) and one on negative examples (IMM$^-$). We used these two trained IMMs to compute the ‘IMM score’ of any sequence $S$, representing how well it matches the expression domain $d$:

$$\text{IMM}(S, d) = \log \frac{P(S | \text{IMM}^+)}{P(S | \text{IMM}^-)}$$  \hspace{1cm} (1)

In the second phase of IMMBoost, each positive or negative example $S$ was represented by a 38-dimensional vector (since there are 38 CRM sets), where the $k$th dimension is the score IMM$(S, d)$. When performing cross-validation on a target domain $t$, we took care to exclude the test sequences of domain $t$ from the training sets used to learn models IMM$^+$ and IMM$^-$. To learn the IMMBoost-SVM model, we trained an SVM classifier via the LIBLINEAR package (Fan et al., 2008) using a linear kernel with L2-regularization and L2-loss function. The best parameter for cost (‘c’) was selected based on a grid search over training data. IMMBoost-RF was trained using the R package ‘randomForest’ (Liaw and Wiener, 2002). We trained 1000 decision trees to perform classification, where each tree had $38 \approx 6$ nodes and each leaf node had a minimum support of 1. To compare IMMBoost variants to a baseline other than the IMM, we implemented a ‘kmer-SVM’ classifier, using the frequencies of all k-mers ($k = 6$) in the sequence as feature vector (Lee et al., 2011). We used the LIBSVM package (Chang and Lin, 2011) for this implementation, and chose a Gaussian kernel. The best parameters for gamma ‘g’ and cost ‘c’ were selected according to a grid search on training data. To build the IMMBoost-Ensemble model, we first performed a min-max normalization of the prediction score from IMM, IMMBoost-RF and IMMBoost-SVM, and then summed over the normalized scores of a test sequence to obtain the final prediction score.

2.3 Identify strong spatiotemporal domain predictors
To determine which expression domains were the main contributors in predicting CRM activity in a specific target domain, we quantified the contribution of each predictor using feature importance in IMMBoost-RF results. The feature importance is a z-score of the average decrease of prediction accuracy among all trees due to permuting one feature at a time, and was reported by the R package used for this task. We averaged feature importance over 50 data sets (10 repeats of 5-fold cross validation) for each predictor and normalized all predictors to a scale of 0–1. Expression domains with a normalized feature importance larger than 0.5 were considered to be strong predictors.

2.4 Clustering of spatiotemporal expression domains by CRMs
After counting the number of CRMs that were shared between two expression domains, we normalized this count by the size of the smaller set, obtaining the ‘overlap coefficient’ (Supplementary Table S3). The formula is the following, where $A$ and $B$ are the CRM sets representing two expression domains:

$$\text{overlap}(A, B) = \frac{|A \cap B|}{\min(|A|, |B|)}$$  \hspace{1cm} (2)

Altogether, each expression domain was defined by a 38-dimensional vector of overlap coefficients. We performed a hierarchical clustering of all domains represented by these overlap vectors. In the clustering results, the distance between two expression domains indicates the similarity of their CRM sets.

3 Results
3.1 IMMBoost: a supervised CRM prediction method trained on heterogeneous training data
Given ‘training sets’ of CRMs from different expression domains, the goal is to learn to predict activity in each expression domain, i.e. whether any given sequence drives expression in that domain. Normally, supervised CRM prediction methods (Kazemian et al., 2011) perform this task for each domain separately, by learning sequence features of CRMs of that domain. IMMBoost also learns to predict each domain separately, but does so by examining sequence features of CRMs of that domain as well as any other expression domains for which CRMs are available.

An outline of IMMBoost is shown in Figure 1 (For a more detailed description, see ‘Materials and methods’ section.). The algorithm first constructs separate IMMs from each expression domain’s training set; the positive data for any individual IMM model corresponds to the CRMs that pattern genes in the relevant expression domain, while the negative data corresponds to randomly selected, accessible non-coding genomic sequences or to CRMs from all other spatiotemporal domains (Fig. 1A). The expression domain-specific IMM is trained based on frequencies of k-mers in the positive and negative data (sequences) for that domain, and can be used to assign a score (log likelihood ratio) to any given sequence. After this initial step of training IMMs for each expression domain, a given sequence is mapped to a ‘feature vector’, where each entry of the vector is the score of the sequence under the IMM for a specific expression domain (each column in Fig. 1B). In other words, the sequence is represented by its similarity to CRMs of each expression domain. Finally, a SVM or RF classifier is trained for an expression domain using the above-mentioned feature vector for each training example of that domain (Fig. 1C). This classifier-training step is performed separately for each expression domain.

We denote the SVM and RF versions of IMMBoost as ‘IMMBoost-SVM’ and ‘IMMBoost-RF’ respectively. By incorporating the IMM scores for all expression domains, the classifiers integrate information from multiple expression domains in deciding if a sequence is capable of driving gene expression in the target expression domain. Whether we wish to predict membership in one expression domain or another, the vector representation of the test sequence does not change, only the weights learned by the RF or SVM change to reflect the changing classification task.

Special attention was devoted to the type of negative data used to train each domain-specific IMM, depending on the classification task. When trying to distinguish CRMs in a particular expression domain

$$\text{overlap}(A, B) = \frac{|A \cap B|}{\min(|A|, |B|)}$$  \hspace{1cm} (2)

Altogether, each expression domain was defined by a 38-dimensional vector of overlap coefficients. We performed a hierarchical clustering of all domains represented by these overlap vectors. In the clustering results, the distance between two expression domains indicates the similarity of their CRM sets.
methods and several ‘motif-blind’ statistical methods (Kazemian et al. 2011). Moreover, using IMM as the baseline allowed us to evaluate the contribution of the ‘meta’ strategy of IMMBoost, while keeping the underlying scoring method the same.

First, we compared IMMBoost with the baseline IMM method for the task of discriminating CRMs of a specific expression domain from random inter-genic sequences of similar length and G/C content as the CRMs, located in accessible regions of DNA. Both IMMBoost-SVM and IMMBoost-RF outperform IMM in this regard, with AUCs of 0.711, 0.730 and 0.662 respectively on average across the 38 expression domains (Fig. 2A, panels 1 and 2). The IMMBoost variants showed significant improvement over IMM for several expression domains. The most dramatic improvement was observed on a data set of ‘malpighian tubule’ CRMs (Supplementary Table S1), with IMMBoost-SVM and IMMBoost-RF AUCs of 0.712 and 0.653, respectively, with the baseline IMM failing completely on this data set (AUC 0.412).

Next, we compared IMMBoost variants with IMM on the more challenging task of discriminating CRMs of a specific expression domain from CRMs of other domains. Again, IMMBoost-SVM and IMMBoost-RF outperformed IMM, with AUCs (averaged across the 38 different classification tasks) of 0.667, 0.680 and 0.654, respectively (Fig. 2A, panels 3 and 4). The margin of improvement though was smaller than the results noted in the previous paragraph, and the baseline IMM model outperformed IMMBoost-SVM and IMMBoost-RF for certain domains, such as ‘eye’, ‘gila’, ‘dorsal ectoderm’ and ‘endoderm’ (Supplementary Table S2). Nevertheless, for the majority of expression domains, the IMMBoost methods improved classification accuracy.

In order to further improve predictive performance, we constructed an ensemble classifier that integrates the predictions of IMMBoost-SVM, IMMBoost-RF and IMM, by reporting the sum of normalized prediction scores from each model (see ‘Materials and methods’ section). This new method is called IMMBoost-Ensemble. For the task of discriminating CRMs of a given domain from random non-coding sequences, IMMBoost-Ensemble (average AUC 0.731) showed significant improvements over the baseline IMM method (average AUC 0.662) (Fig. 2B, panel 1). Also, seven additional expression domains were tractable when using IMMBoost-Ensemble (domains have AUC $\geq 0.6$ under IMMBoost-Ensemble and AUC $< 0.6$ under IMM): malpighian tubules, female gonad, mesectoderm, eye, gila (‘mapping1.gila’ and ‘mapping2.gila’), and adult mesoderm (Supplementary Table S1).

More importantly, IMMBoost-Ensemble was clearly the best of the evaluated approaches for the task of discriminating CRMs of a given domain from CRMs of other domains. It yielded an AUC measure of 0.700 on average over the 38 data sets, marking an improvement over all three other methods, IMMBoost-RF (AUC 0.680), IMMBoost-SVM (AUC 0.667) and the baseline IMM (AUC 0.654). Again, seven additional expression domains proved amenable to supervised CRM prediction when using IMMBoost-Ensemble: malpighian tubules, ventral ectoderm, mesectoderm, larva, tracheal system, male gonad and cns (Supplementary Table S2). A head-to-head comparison between the ensemble method and baseline IMM showed the former to be as or more accurate than the latter on nearly every data set (Fig. 2B, panel 3), with AUC improvements $\geq 0.05$ on 15 of 38 data sets. For the task of distinguishing CRMs of a given domain from CRMs of other domains, some of the greatest improvements were observed on the expression domains ‘malpighian tubules’, ‘ventral ectoderm’, ‘mesectoderm’ and ‘dV neurogenicectoderm’ (Fig. 2C).

Our comparisons above used the single-class IMM as baseline because we had observed this method to be the most effective in our previous work Kazemian et al. (2011). To compare IMMBoost-Ensemble to a second baseline, we trained and evaluated another state-of-the-art

from non-functional sequences, IMMBoost uses randomly selected, length-matched, DNA-accessible inter-genic sequences as negative data. However, when learning to discriminate whether a CRM drives expression in one expression domain versus other domains, it uses CRMs from other spatiotemporal domains as negative data, while excluding domains similar to the target domain. The two tasks superficially appear similar, but distinguishing CRMs from non-CRM sequences is generally easier than distinguishing CRMs between domains, as the CRMs might have similar regulators and binding sites at the sequence level.

3.2 IMMBoost improves classification accuracy significantly

We evaluated IMMBoost-SVM and IMMBoost-RF for their ability to predict CRM activity in each of 38 different spatiotemporal expression domains in Drosophila, as catalogued by Kazemian et al. (2014) (Each data set corresponds to an expression domain and comprises between 6 and 109 CRMs, and appropriate negative data.) Although the CRMs for each expression domain were derived from D. melanogaster, the classifier training phase examined these CRMs as well their orthologs from 10 closely related Drosophila species, to better learn sequence features. (For more detail, see ‘Materials and methods’ section.) Ten random trials of five-fold cross validation were conducted for each expression domain, and performance was measured by the area under the curve (AUC) of the receiver operating characteristic (ROC). The mean AUC across all 10 random trials was used as the final evaluation metric for any given expression domain and prediction method. As a baseline, we used the IMM model trained on the expression domain being tested: in previous work we have shown the IMM to be as good as or better than several alternative methods for this task, including motif-based methods and several ‘motif-blind’ statistical methods (Kazemian et al., 2011).
algorithm for predicting CRMs, proposed by Lee et al. (2011). It considers k-mer frequencies in training CRMs, similar to the IMM method, but unlike the latter it employs an SVM that uses feature vectors comprising k-mer frequencies. This k-mer SVM approach trains the classifier solely based on the class of CRMs it hopes to predict, in a manner similar to our baseline IMM method. We implemented a k-mer SVM classifier with a Gaussian kernel we used the same training and evaluation scheme as that used for the IMM-based methods (The results in Lee et al., 2011) were based on an SVM with spectrum kernel, but the authors had noted that the Gaussian kernel exhibits similar accuracy.). We found IMMBoost-Ensemble to be significantly more accurate than our implementation of k-mer SVM for both tasks discussed above (Fig. 2B, panels 2 and 4), once again demonstrating the advantage of utilizing CRMs from multiple expression domains in training predictors of a specific class of CRMs.

3.3 Characteristics of strong predictors
Our tests above demonstrate that when predicting CRM activity in a specific expression domain (the ‘target’ domain), it helps to consider if the test sequence is similar to CRMs of other expression domains as well. We posited that there must be some concordance between the CRM sequences of the target domain and those of any domains that were successfully exploited by the classifier (‘predictor’ domains). One possibility is that the predictor domains are biologically similar to the target domain, making them suitable for learning sequence features of the target domain. It is also possible that some predictor domains are highly distinct from the target domain and the classifier learns to recognize a CRM’s activity in the target domain based on its dissimilarity from CRMs of the predictor domains.

To investigate the above possibilities, we first objectively recorded the overall similarity among expression domains. This was performed by hierarchical clustering of expression domains based on the number of CRMs shared between two domains (Supplementary Table S3, see ‘Materials and methods’ section, ‘overlap coefficient’). As expected, the clustering results were often consistent with known biological relationships among expression domains (Supplementary Fig. S1), e.g. expression domains ‘cardiac mesoderm’, ‘visceral mesoderm’ and ‘somatic muscle’, related to muscle development, were...
We have presented IMMBoost, a new supervised learning method to predict CRMs active in a specific expression domain. The problem of supervised CRM prediction has been addressed by several previous models, such as IMM and kmer-SVM (Kazemian et al., 2011; Lee et al., 2011). In contrast to these previous CRM identification strategies, which learn from the known CRMs of one spatiotemporal expression domain, IMMBoost has the ability to integrate knowledge about active CRMs in other available domains as well, while automatically determining which other domains are informative for predicting activity in the target domain. More specifically, IMMBoost is a two-stage learning method: the first stage uses the previously demonstrated power of the IMM score for characterizing the similarity of a sequence to a class of CRMs, while the second stage uses classifiers to integrate IMM-based similarities of the test sequence to a number of different CRM classes. This second stage...
and its underlying principle are the main novel contribution of our work. Our evaluation results suggest that IMMBoost leads to solid improvement over the previous best methods in predicting CRMs that are active in a specific gene regulatory network.

Our new method significantly increases the accuracy of classifying CRMs versus random non-coding sequences (average AUC of 0.731 in IMMBoost-Ensemble, compared with 0.662 in IMM), and makes seven more expression domains amenable to supervised CRM prediction compared with the state-of-the-art. Moreover, it significantly improves performance on the harder task of discriminating CRMs specific to one regulatory network from CRMs of other networks (average AUC of 0.700 in IMMBoost-Ensemble, compared with 0.654 in IMM), and it again makes seven additional domains amenable to supervised CRM prediction. (The AUC numbers summarized in this paragraph are averaged over 38 expression domains, and over 10 trials of 5-fold cross validation for each domain.)

We note that the benchmark used here (obtained from Kazemian et al., 2014) is one of the most comprehensive benchmark for evaluating CRM activity prediction methods: the CRMs and their associated regulatory functions have been directly tested through in vivo reporter assays rather than being based on circumstantial evidence such as epigenomic marks, accessibility and expression data on nearby genes. Importantly, the benchmark includes dozens of different expression domains, each under control of its own regulatory network. Our demonstration of the added value of the new metasatry across this diverse benchmark therefore speaks to the generalizability of the approach.

By investigating the relative importance of features used by the IMMBoost-RF classifier, we found, as expected, that to predict CRM activity in a specific expression domain it helps to learn from other CRMs active in that domain or in biologically similar domains. On the other hand, we also found that distinct expression domains can be informative in predicting activity in the target domain, vindicating the basic premise underlying the new strategy we pursued in this work. We expect that as the knowledge base of CRMs and their diverse activities grows in the future, the new strategy proposed here will prove ever more useful in predicting novel CRMs, especially in genomes where experimental data suggesting their locations are less abundant.
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