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1 Introduction

Linguists spend a lot of time working with data, but we do not always give much thought to the role that data plays in building the larger research culture in our field. We can learn a lot about good data management in our own discipline by learning from what is happening in related fields, both in terms of innovations and new benchmarks, as well as when things have not gone right. We look at how data have been conceptualized and managed in other areas of the social sciences, particularly social psychology, and how current attitudes are shaping the future of research. The fundamental theme of this discourse is the centrality of openness, both in terms of transparency of methodology and making primary data more accessible to people beyond the original researchers. This move toward open research aims to reduce biases, both for individual researchers and for the discipline, and encourages more considered data collection and presentation.

We understand that these developments can feel challenging, particularly to researchers who have already established their workflow. Researchers can feel very protective of the data they collected, and sometimes this is for very good reasons. As we will see, the discussions around open research in social psychology have, at times, exacerbated tensions and left some researchers feeling singled out. We believe that linguists can learn from social psychology about new movements toward good open data practice, but we can also learn about building an open research culture that is inclusive and encouraging.

Building an open approach to research is the most ethical way to respect the contribution of the individuals who take the time to participate in your work, by making sure their data contribute as much as possible to global research outcomes. Making data accessible also brings its own rewards, as openness allows linguists to receive credit for their data collections, increases the likelihood of subsequent research on the original data, and provides incentives via increased citations.

In this chapter, we begin by positioning linguistics within the social sciences, to make a clearer case for what lessons other areas of the discipline can offer us (section 2). We then look at research replicability and reproducibility, particularly with regard to how they are conceptualized in social psychology (section 3), and at the data crisis that has dominated methodological discussions in social psychology, focusing on stories that highlight key issues when research does not have an open foundation (section 4). We then address how these lessons from social psychology apply to our own research through answering a series of frequently raised concerns about open data (section 5).

Many of the issues discussed here are by no means unique to social psychology. We have decided to focus on this area for three reasons. The first is that data social psychologists work with is of similar complexity to that in linguistics, in that it is data about human behavior that is often nuanced and context-dependent. The second is that the public discussions being had by social psychologists, and the changes in research behavior being implemented, are further along than discussions and changes in other fields of social science. The third reason is that coauthor Suzy Styles works across linguistics and social psychology and is in a good position to “translate” the lessons of social psychology for linguists.

We have also seen discussions of issues regarding a lack of transparent research in other social science subfields including education (Makel & Plucker 2014), sports psychology (Schweizer & Furley 2016), and management (Goldfarb & King 2016; Bergh et al. 2017); as
well as scientific fields including medicine (Goldacre 2010), neuroscience (Grabitz et al. 2018), and behavioral ecology (Jennions & Møller 2003); as well as in the broader literature on the scientific method (Baker 2016; Ioannidis 2005, 2012; Zwaan et al. 2018). The social sciences are in a unique position to consider these issues, given that our work inherently focuses on the nature of human behavior (Bollen et al. 2015).

We are writing this chapter together as two researchers who both care about the thoughtful use of data in linguistics research, but come from different research traditions and subfields of linguistics. Lauren Gawne’s research is in the language documentation and description model, mostly focusing on Tibet-Burman languages of Nepal. Suzy Styles is a psycholinguist, whose work mostly focuses on cross-sensory processing, particularly in infants and children. We have also worked collaboratively on experimental research investigating the cross-sensory processing of lexical tone for speakers of Syuba and English.

2 Linguistics as a social science

Linguists use data to try to understand the nature of language and how it is used. The next chapter in this Handbook will give an illustration of the breadth of data that is included in linguistics. This heterogeneity is a strength of the discipline, but it also means that there is greater imperative to think critically about the role of data within our work.

Loosely defined, the social sciences are those academic disciplines interested in the way people relate to each other and that use empirical data to address their research questions. Linguistics can also be conceived of as a discipline within the humanities, in its exploration of the nature of human society and culture, or as a discipline straddling the humanities and social sciences. In this chapter we frame linguistics as a social science, because it is worth thinking critically about the nature of the materials on which we base our argumentation about language. Placing linguistics within the paradigm of social sciences centers this data and allows us to consider parallels with other disciplines within the social sciences. The social sciences, such as psychology and linguistics, differ from the “hard sciences” in the nature of the data we collect. Because the social sciences deal with people, the data are typically noisy, complex, error-prone, and inconsistent—just like the people they represent. This makes the task of analyzing human data notoriously complex (Lykken 1991:4). One way to manage this complexity of data is to be transparent about it. This has been happening in the social sciences. Likewise, the field of linguistics is increasingly engaged in a conversation about the nature of linguistic data and how it is managed. Indeed, this Handbook is a testament to how much ground there is to cover in this discussion.

Questions about the transparency of linguistic data have been raised since at least the 1990s: Thomason voiced concerns about the frequency of erroneous data in publications in an editorial for Language (1994), and around the same time, Himmelmann (1998) argued that language documentation and description can only be successful if the claims made about a particular language can be verified by others—that is, if readers are allowed access to the data from which conclusions are drawn. The core argument made by both authors was that research is more reliable if the methods and the underlying data are transparent.

Despite the clarity of these arguments twenty years ago, progress in linguistics has been limited. Berez-Kroeker et al. (2017) surveyed 270 articles from nine linguistics journals published between 2003 and 2012 and found that 60% of articles published did not clearly report the source of the underlying data. Of the 40% that did clarify their data sources, 25% relied on already published data, leaving fewer than 15% of articles disclosing the source of primary data. With such a low rate of data citation, it is hard for the readers of a linguistics paper to establish for themselves (a) whether examples cited in the main text contain errors; (b) whether examples cited in the text are representative of the data set as a whole; and (c) whether the sampling conditions of the original data set qualify or constrain their interpretation. Without the ability to check original data sources, it is therefore unclear how a reader should interpret the conclusions drawn by the original author.

With a growing awareness of the importance of data to the transparency of linguistic analysis, a US National Science Foundation project was set up to bring together over forty linguists from across the world to think about the future of linguistic data. The outcome of three years of these meetings was the paper “Reproducible Research in Linguistics: A Position Statement on Data Citation and Attribution in Our Field” (Berez-Kroeker et al. 2018). This position statement argues:
Linguistic data are the very building blocks of our field. Given that linguistic theories need to be borne out through data, we believe that linguistic data are important resources in their own right and represent valuable assets for the field. Therefore, our field needs to accept responsibility for the proper documentation, preservation, attribution, and citation of these assets. (11)

While linguists are beginning to discuss how we manage and share our research and data, this conversation is further along in other fields. The open access movement, which began slowly in the late 1990s, has changed the publishing landscape with open access journals (Joseph 2013) and now has its sights on open data practice (Kitchin 2014; SPARC, n.d.). See Collister (chapter 9, this volume) for more discussion about the legal issues regarding open data. Open science now includes a broad range of practices, including open data infrastructure, accessibility of data, impact of research, and collaboration (Fecher & Friesike 2014).

Along with open data has come an important conversation about ethical use of data. In social psychology, the argument can be made that participants’ efforts are not fully respected if transparency around data and analysis is lacking. While we do not talk about ethical issues very directly in this chapter, we acknowledge this conversation always needs to be kept in mind and find a good basic starting point to be the European Commission’s H2020 data management plan guidelines that data should be “as open as possible, as closed as necessary” (H2020 Programme 2016). For a more detailed discussion of ethics and data in linguistics see Holton, Leonard, and Pulsifer (chapter 4, this volume).

3 Replicability, reproducibility, and lucky-cowboy research

Here we revisit reproducibility and replicability (see Berez-Kroeker et al., chapter 1, this volume) and examine the differences between them: Reproducibility is the use of existing materials and methods to check whether the original conclusions are supported by the evidence, and replicability is the application of the original methodology to a new sample. This allows researchers to check whether the conclusions of the original paper hold true for a different set of data or a different group of people. In other words, is the result generalizable to people who were not included in the original study?

To borrow an analogy introduced by Styles (2018), imagine we asked one hundred cowboys to flip a coin one hundred times each (figure 2.1). The coin is normal, evenly weighted, and has a picture of a head on only one side. It’s pretty clear that if none of the cowboys are cheating, the typical response will be fifty heads. If we

Figure 2.1
Coin-flipping cowboys.
Source: Illustration by Dannii Yarbrough.
asked all of the cowboys to line up in a barn according to how many heads they got, we’d get a big bunch of cowboys in the middle of the barn (the 50% mark) and fewer and fewer cowboys as they got near the walls. Whenever we sample from human populations, the people we sample could be anywhere along this line of cowboys. They could be typical cowboys near the middle of the barn, or they might be outliers at the fringes of the barn—lucky cowboys—whose experience of coin flipping is quite unusual. In linguistics, the same logic can be applied to the data upon which inferences are drawn—whether it is sentences selected from a corpus of closed-captioned news reports or acoustic analysis of whether different radio show hosts speak with vocal fry. The sentences selected for analysis might be more or less representative of the corpus, and the voices selected for comparison might be more or less representative of radio hosts, or of people in general.

In the social sciences, where conclusions are made on the basis of data, both replicability and reproducibility are important, because they allow us to independently verify the claims made.

3.1 Replicability

Replicating a study is the process of checking whether the data are representative in general (are the cowboys in this barn similar to cowboys in other barns?). Although replication may be seen as a fundamental tool of the research enterprise, it does not occur particularly frequently in the social sciences. Makel, Plucker, and Hegarty (2012) looked at articles published in one hundred journals between 1900 and 2012 and found that only around 1% were replications. Central to this dispreference for replication studies is a focus on novelty of results (Fanelli 2011; Ferguson & Heene 2012). This has driven an interest in conceptual replications, which test hypotheses from earlier studies with a different methodological setup (e.g., with a different cohort of participants or different stimuli) (Schmidt 2009:96). In social psychology it is not uncommon for a single paper to include several experiments that are conceptual replications of a core study, with the aim of demonstrating the robustness of the underlying principle. Although we might think that several replications with small modifications would lead to higher likelihood of direct replication, Kunert (2016) demonstrated that papers originally published with multiple conceptual replications did not replicate more frequently or reliably than other studies. In section 4.1, we discuss the “file drawer problem” as one possible reason for this.

3.2 Reproducibility

Reproducing a study is the process of checking whether mistakes were made (are the cowboys in the barn standing in the right spot?) and whether the data selected for analysis are representative of the complete data set (were the cowboys representative of everybody in the barn?).

Ideally, research should be both reproducible and replicable, but documenting human behavior, particularly context-specific behavior outside of an experimental setting, can make replication unfeasible. Reproducibility is particularly useful for contexts where even having access to the original methodology makes it unlikely you will be able to replicate the original research. Reproducibility requires that the data are made available. This is not always easy. Wicherts et al. (2006) contacted authors of 141 papers published by the American Psychological Association in 2004, requesting access to their data sets for reproduction of the results, as part of a meta-analysis of outliers in research findings. Although the American Psychological Association has a policy all authors sign stating that they will share data for reproduction, Wicherts et al. only received data sets from 27% of authors. Reproducibility needs to be built on proactive sharing of data, as it is demonstrably difficult to obtain data after a study is published.

Although the terminology of replicating and reproducing studies is not commonly used in linguistics, table 2.1 contains examples of each of these types of research, applied to two famous linguistics studies.

In these examples, reproducing a study allowed errors to be detected and corrected, leading to a more detailed data set in the public domain, and replicating a study led to greater clarity in the sociodemographic characterization of New York speech, along with documenting shifts over time. It is important to note that these kinds of follow-ups can only be performed if (a) the source of the data is clearly described; (b) the methods for acquiring the data are clearly described; (c) the original data sources are accessible; (d) details about selection/inclusion/exclusion are clearly described; and (e) statistical or measurement procedures are clearly described. As such, transparent methods and data citation are central to reproducing and replicating research.
Table 2.1
Examples of reproducing and replicating studies in linguistics

<table>
<thead>
<tr>
<th>Original study</th>
<th>Reproducing a study</th>
<th>Replicating a study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reproducing a study</strong></td>
<td><strong>Replicating a study</strong></td>
<td></td>
</tr>
<tr>
<td>Peterson and Barney’s American English Vowels (1952)</td>
<td>Labov’s Fourth Floor Study ([1966] 2006)</td>
<td></td>
</tr>
<tr>
<td>What was done in the original study?</td>
<td>What was done in the original study?</td>
<td></td>
</tr>
<tr>
<td>Peterson and Barney recorded the voices of 76 speakers of American English reading from standardized word lists. Each speaker read each word twice. Speakers included adult men, adult women, and children (both male and female). They plotted the F1 against the F2 of individual vowels to show the distribution of formants among speakers of the same language—including speakers with different sized vocal tracts.</td>
<td>Labov visited three large department stores in Manhattan, known to be used by people in different income brackets. He asked shop staff to direct him to a department he previously established was on the fourth floor. He pretended not to hear and asked them to repeat. He noted down the number of times each person used a rhotic pronunciation for the /r/ at the end of each word and compared the rate of rhotic use across the three stores. Labov found that staff at the three stores differed in how often they used rhotic “r&quot;. The most expensive store used “r” (the prestige variety) the most often, and the least expensive store used the “r” the least.</td>
<td></td>
</tr>
<tr>
<td>Follow-ups</td>
<td>Follow-ups</td>
<td></td>
</tr>
<tr>
<td>Watrous (1991); Boersma and Weenink (2013); Barreda (2016)</td>
<td>Fowler (1986); Mather (2011)</td>
<td></td>
</tr>
<tr>
<td>What did they do?</td>
<td>What did they do?</td>
<td></td>
</tr>
<tr>
<td>Two published versions of the key figure contained discrepancies. Watrous (1991) requested original data, which was shared by Mattingly. A corrected figure was produced and published alongside complete data tables for F0, F1, F2, and F3. Subsequently, data tables were integrated into Praat software by Boersma and Weenink (2013) for graphing. Barreda (2016) included the data tables in a graphing tool in the R package phonTools.</td>
<td>Different linguists returned to the same stores in Manhattan twenty and forty years after the original study. Labov’s rapid anonymous survey technique was followed precisely. Between studies, the lowest prestige store closed down, so a substitute store servicing the same socioeconomic status (SES) was chosen in each of the replications. Additional demographic characteristics were recorded in the replication samples.</td>
<td></td>
</tr>
<tr>
<td>Were the follow-ups successful?</td>
<td>Were the follow-ups successful?</td>
<td></td>
</tr>
<tr>
<td>A more accurate version of the figure was produced. Subsequent researchers can create their own figures from the original data sets using two open source software systems or adapt the graphing code for new purposes.</td>
<td>The same general pattern of rhotic use was found in each replication, with more rhotic “r” in the high-prestige store than in the others. The two replications showed higher rates of rhotic use overall, with steady increase between studies.</td>
<td></td>
</tr>
<tr>
<td>What was learned?</td>
<td>What was learned?</td>
<td></td>
</tr>
<tr>
<td>1. Errors in original publication were minor and did not undermine the core claims made. 2. Values in the follow-up paper are graphed correctly. 3. Full data set was published. 4. Inclusion of F0 and F3 along with F1 and F2 data allow future users to perform novel analyses/graphing.</td>
<td>1. Labov’s method is reliable for eliciting SES differences 2. Labov’s sample was representative of general patterns in New York, and those patterns persist—albeit with changes. 3. New York has undergone a gradual shift toward the prestige form over time.</td>
<td></td>
</tr>
<tr>
<td>What was required for this follow-up?</td>
<td>What was required for this follow-up?</td>
<td></td>
</tr>
</tbody>
</table>
We do not want to imply that a lack of openness about methods means the authors are intentionally hiding anything. Brown et al. (2014) found that only around 30% of decisions about data sampling were clearly articulated in a sample of over 1,000 research publications. People are doing good research, but the whole field has to value openness to normalize best practice in data management. It is also worth stating here that openness is not a binary state. It is possible to have very transparent methods, but only share summary data, and conversely, it is possible to share all the primary data generated by research, but provide insufficient detail regarding how those data were collected or how measurements were performed.

Some work focuses on the reproducibility of the methods of a study or the reproducibility of the results. Goodman, Fanelli, and Ioannidis (2016) also discuss inference reproducibility, which is perhaps even more elusive. Different researchers can draw different inferences from the results of a single study, meaning it is possible for someone to replicate both the method and results of an original study, but still not agree to replicate the inference of what those results mean.

4 The data crisis in social psychology

In 2011 a paper emerged that shook the foundations of research methods in social psychology and carries a lesson for all of the social sciences. A paper by Bem (2011) appeared to show evidence of precognition—a psychic power that allowed people’s decisions to be influenced by a stimulus that was shown to them after they had already made their choice. The paper was peer-reviewed, published in a flagship journal, and, to all appearances, conducted using rigorous controls and standard research methods of the day. The data appeared sound, and yet the conclusions they seemed to support couldn’t be physically possible. The paper, and several papers published in its immediate aftermath (LeBel & Peters 2011; Wagenmakers et al. 2011; Galak et al. 2012), indicated that something was wrong with the standard methods that were common throughout the field of psychological research. The lack of transparency in reporting the complete research cycle meant a single spurious result (a lucky cowboy) could be presented in isolation from a mountain of contradictory evidence (all of the other cowboys in the barn). In other words, the result that was selected for publication was not representative of all of the tests that were conducted.

In the wake of this paper, some theorists argued that biases in the existing literature mean we should expect the replication process to call the reputation of all research in the field into question (Ioannidis 2012; Johnson et al. 2017). This has come to be known as the replication crisis (Ioannidis 2012; Loken & Gelman 2017; Zwaan et al. 2018; although see Nelson, Simmons, and Simonsohn 2018 for the more optimistic framing of this as a “renaissance”). These discussions are the most recent part of a longer conversation about the shortcomings of research methods and transparency in social psychology, since Elms’s discussion about the “crisis of confidence” in social psychology research methods in 1975 (see also Sterling 1959; Cohen 1962; Walster & Cleary 1970; Lykken 1991; as well as Feynman’s famous 1974 denouncement of social psychology as “cargo cult science”). For a more detailed, but still very accessible, discussion of the recent period in social psychology, see Chambers (2017) and Nelson, Simmons, and Simonsohn (2018).

Next, we review some of the major themes in the ongoing conversation about data in social psychology. We chose these topics because we believe they are of particular value to linguists. The first is what is known as the file drawer problem (Rosenthal 1979), with unpublished data creating an untold story of the field. The second is selective interpretation of results. In both of these sections we draw parallels for linguists about how we work with data, but we also draw lessons on how to move the field forward in the most positive way. A lot of the discussion around methodology in the field of social psychology has led to cultural clashes and resentment as people feel that their research integrity is called into question (Meyer & Chabris 2014; Fetterman & Sassenberg 2015).

We focus on scenarios where researchers believe themselves to be working in the best interest of advancing research, rather than egregious misuse of data and outright fraud (but see Simonsohn 2013; Chambers 2017: chapter 5 for examples of this). Research transparency can also help reduce cases of fraud, as well as help well-intentioned researchers find errors in their own data (Nuijten et al. 2016).
4.1 File drawer problem and the shoebox of tapes

In the 1970s Rosenthal coined a phrase for the plethora of psychology studies that are conducted but never published: the file drawer problem (Rosenthal 1979). At the time, he was interested in whether statistical methods can be used to estimate (and potentially correct for) gaps in the published literature. But where do these gaps come from? Let’s say 20 researchers in different psychology departments conduct an identical study on whether women and men differ on some arbitrary variable—say, time to respond to e-mails. If, simply by chance, one of the researchers finds a significant difference, this constitutes a novel, positive finding, and the researcher might successfully publish that result. The other 19 researchers are simply less likely to publish. The failure to publish is related to explicit biases in high-profile publication outlets where results showing no difference are less desirable than novel findings of significant difference. What this means for the scientific record is that a single published study can represent an outlier (a lucky cowboy) from the total body of research that was conducted, and the scientific literature can become skewed by the absence of alternative accounts.

Historically, page and data storage limits in high-ranking publication outlets have meant that many details of the research cycle had to be omitted from the primary publication. Primary data is one of the parts of the research cycle that is not included in a traditional journal article. When it comes to the types of articles that are published, there is a long tradition of preference for novelty and bias against negative results in publication, from editors (Neuliep & Crandall 1990) and reviewers (Neuliep & Crandall 1993). Researchers are selective in their publication outputs: researchers are less likely to write up research with data that has a null result than research with a strong result (Franco, Malhotra, & Simonovits 2014), or underreport non-significant conditions in multipart research processes (Franco, Malhotra, & Simonovits 2016). In addition, the rise of competitive funding as a metric for success has also left little room for non-novel results and replications (Lilienfeld 2017). Selective reporting can therefore be understood as rational response to a biased incentive system, and valuing null results and replications (Koole & Lakens 2012) can ensure that large volumes of potentially valuable data may see the light of day.

Recent large-scale replication projects have demonstrated that when the literature is biased in this way, less than half of published psychology papers present effects that can be replicated (Open Science Collaboration 2015; Klein et al. 2018), which weakens public confidence in the credibility of social psychology, affecting the entire field. Although the final effect is the nature of what is published, the only way to address this problem is to change research priorities and publication practices including the management and publication of data. By ensuring research has greater transparency for the entire research cycle—from hypothesis generation to methods and materials, through to publication of full and complete data sets—we can make sure that research does not languish in the file drawer.

Many linguists will be familiar with the idea that it is easier to publish work with a certain kind of theoretical “hook” or empirical novelty, and this may bias researchers to focus on linguistic features deemed more “exotic,” or languages that were previously undocumented. Publication bias aside, linguists, like other social scientists, often collect far more data than they include in their published articles, be they recorded audio, transcriptions, a collection of sentences extracted from a corpus. The average linguistics paper or grammar contains only a summary of the rich original data—this is, after all the purpose of research, to synthesize information so that insights can be drawn about the nature of language, or the way people use it. However, each data source contains vastly more information than the narrow range of features it was originally evaluated for, and these details may be of interest to generations of future linguists. As the majority of papers fail to disclose the source of their primary data, and those that do rarely make the primary data available, this represents a similar problem to the file drawer of the social sciences—although perhaps better characterized as the shoebox of tapes on the shelf.

In response to these changing priorities, novel solutions have emerged for how the outputs of research can be archived by researchers themselves. Digital archives such as the Dataverse family of institutional repositories allow researchers to upload a variety of digital file formats and create their own metadata records. This means that researchers can archive digital materials from digital documents, to video/audio files, raw text, or numeric data. Free-to-use repositories such as GitHub allow researchers
to share the code used to run or analyze their studies. Many of the new generation of repositories are digital object identifier (DOI) granting (meaning that digital documents have a unique digital identifier, and can be cited) with clear time-stamping and transparent version control. Some research archiving hubs, such as the Open Science Framework (OSF) allow in-platform browsing of content, multiuser functionality, and integrated links to other archives.

This generation of user-driven archiving solutions allows researchers to collate content along the entire research pipeline and to control access permissions at different stages of the research cycle. With contemporary tools such as these at their disposal, researchers can clear the content from the file drawer more effectively than ever before, even for data sets that are not reflected in traditional, peer-reviewed journal articles. This means that researchers can get credit for the work of creating the data, where in a traditional model of novelty, it may not have ever been made available.

To give an example from our own research, we used OSF to create an archive of project materials for a study investigating links between the senses in groups of people who use different languages (Styles & Gawne 2017). Despite being based in different countries for the majority of the project, the multiuser interface allowed both authors to upload elements to the archive, create metadata descriptions of the contents, and collate the collection in real time. We archived our test materials during the planning phase of the project. These materials included audio files prepared in the lab, as well as audio files generated in the field, and photographs of the original stimuli used in the study. After collecting data, we uploaded data tables for the individual responses to our task, anonymized to protect the identity of individuals. When we submitted our first manuscript for peer review, we were able to create a private link for anonymous peer review, ensuring that our reviewers could access all of our materials and data during the review process. When our first article was accepted for publication, we updated the status of the repository to “public,” and the links that appear in the article allow any reader to access the full set of data and materials. Our OSF repository\(^1\) also contains a second data set that is currently private while we finalize the manuscript for submission, as well as the materials, analysis plan, and a preregistration of hypotheses for a third study that is currently in progress. As this example demonstrates, self-archiving can support a transparent research process, with full data available for review. Furthermore, the OSF system allows “blind” review links where the data we present are available for checking within the existing double-blind peer-review system (reproducing results, or conducting alternative analysis to see whether the results hold under different circumstances). An added bonus of this workflow is that our research outputs are deposited in such a way that if one of the studies does not result in a traditional publication, the data become research outputs in their own right and will remain public and accessible: We are effectively clearing out the file drawer as we go along. Furthermore, as we create these archives, the DOI-generating repositories allow our documents to be uniquely identified so that future researchers can conduct novel research using our tools, materials, or data, and their engagement in our outputs will be reflected by straightforward citations that link back to the data source.

While not all projects in linguistics will benefit from drawing on all of these features, the development of these tools for social sciences research has broad implications for the field. Some fields of linguistics have embraced broad and accessible data sharing and archiving platforms, including child language acquisition via CHILDES, the Child Language Data Exchange System (MacWhinney 2000); corpus linguistics, including tools such as the International Corpus of English,\(^2\) and researchers in the field of language documentation and description (see Salfnner 2015 and Caballero 2017 as examples, although Gawne et al. 2017 and Thieberger 2017 note inconsistency in this field).

Because archiving your data is a kind of publication, this kind of digital filing allows you to acknowledge all of the work that you do. Many researchers in the social sciences have multiple sections in their curriculum vitae to address all of their different outputs, including open data sets, and preprints.

Alongside these developments we also need to advocate for structural solutions to the historic biases that have arisen alongside traditional publication formats. As a community of practice, we can also reward people who value a more transparent and open research environment by citing their outputs and acknowledging the important work they do. In 2018, the Linguistic Society of America adopted its “Statement on Evaluation of Language Documentation for Hiring, Tenure, and Promotion,”\(^3\) which
provides a good example of valuing data, although we would argue that it is relevant to all subfields, not just language documentation. When hiring, we can create job descriptions that explicitly value open data principles; we can encourage junior researchers to include more publication types in their curriculum vitae; and if we truly come to value these practices, we can reward those with the best practice in open data with the jobs and promotions that their commitment to evidence deserves.

Get your data out of the file drawer and publish it—your data deserve it, and so do you. Where possible, make these collections open, or at least discoverable to other researchers. Using one of the new digital archiving platforms with DOIs or other stable citation practices means that you can be credited for the work of building the original data. The easier part of the journey is to build archiving into your current and future research.

4.2 Selective interpretation and how we choose data for analysis

In 2016, Brian Wansink, then the head of Cornell’s Food and Brand Lab, blogged about “The Grad Student Who Never Said No” in which he commented on the difference between two junior researchers in his team. He had offered them both the chance to work on “a data set from a self-funded, failed study which had null results,” claiming, “there’s got to be something we can salvage because it’s a cool (rich & unique) data set.” He praised the doctoral student who agreed to work with the data for her ability to “make hay while the sun shines” (producing five papers in the course of a six-month stint in the lab), while dismissing the attitude of the postdoc who refused, produced a smaller number of papers, and left academia. Early commenters on the blog generously assumed the story was a work of academic satire, a cruel parable designed to highlight a broken reward system in academia. Wansink clarified his position as a serious commentary, leading other researchers to query four “buffet” study papers from the data set (Just, Siğirci, & Wansink 2014, 2015; Siğirci & Wansink 2015; Kniffin, Siğirci, & Wansink 2016), as well as other work from Wansink (see van der Zee, Anaya, & Brown 2017). Because the data looked at consumption of pizza, this scandal is sometimes affectionately known as “Pizza-gate.” Cornell’s Food and Brand Lab specialized in consumer behavior as a subdiscipline of social psychology. The discussion that has come out of this controversy has touched on practices common across social psychology.

For those familiar with how statistical analyses can be manipulated to provide more desirable outcomes, Wansink’s blog post was not about a diligent student making the best of a situation, but a demonstration of data manipulation. Wansink encouraged cherry-picking, or using only selected subsets of data that skew toward the preferred outcome, as well as p-hacking and HARKing (or hypothesizing after results are known). The term p-hacking refers to running statistics over a variety of subsets of the data until the desired statistical significance is achieved. Statistical significance is a desired aim in the quest for novelty in quantitative research. It is unclear how common this practice is, but meta-analysis suggests it is likely to be common (Head et al. 2015). HARKing is the practice of retroactively coming up with a hypothesis once a test with statistical significance has been identified (Murphy & Aguinis 2017), for example, stating that the hypothesis was about how much pizza women ate in a restaurant in particular conditions, when the original data included both men and women. These practices are known, but their prevalence is hard to quantify without transparent and open research practices. The difference is that Wansink talked about this publicly.

This has led to further unravelling of Wansink’s work in other studies, including at least 17 retractions (Retraction Watch 2018), charges of research misconduct, and eventual dismissal. Some say that Wansink has become a scapegoat for researchers trained in an era when these kinds of research practices were more common. The real problem was that he did not recognize the errors of his research practices and appeared to actively obstruct researchers who were interested in actively reproducing his work to find potential corrections for the published record. Although the case has revealed academic misconduct, the case was exacerbated by problems in record keeping. If Wansink had kept better records about how the data had been handled in each of his papers, further investigations may not have been necessary.

The literature on these data inflation practices (not just Wansink’s) are consistent in their recommendations as to how to avoid these practices. Central is the need to educate researchers on good data practice. One key feature of the replication crisis is that good data practice can be difficult if the research environment rewards bad behavior (Guest 2016). Other recommendations include ways to limit the temptation to inflate results for novel outcomes and instead reward good data management. The first of
these is giving researchers credit for publishing their data and methods. The second is to give greater value to replication. We have discussed both of these herein. The third is preregistering methods and hypotheses, to prevent the temptation to diverge from the original course of study.

Preregistration is the submission of the methods and tools that are intended to be used, before the data collection is carried out (Mellor & Nosek 2018). This limits “researcher degrees of freedom,” by requiring the researcher to commit to a plan of analysis before the work begins (Wicherts et al. 2016). There is still scope for exploratory research, as Nelson, Simmons, and Simonsohn (2018:519) note, “preregistrations do not tie researchers’ hands, but merely uncover readers’ eyes.” Preregistration services such as AsPredicted allow researchers to formalize and lock in hypotheses and/or analysis plans before beginning data collection. Preregistration can be lodged using online systems that freeze and date-stamp the submission, and these can be placed on embargo until the authors have collected the data and are reading to publish. We have used the preregistration tool available through OSF to register our hypothesis and methods for research currently being conducted.

The use of preregistration website services is useful, but some researchers are attempting to bring the practice into the journal publishing process itself, with registered reports (Nosek & Lakens 2014). A registered report contains the hypothesis and methods for a research project and is submitted to a journal and undergoes peer review before the data are collected. If the report is successful in the review process, the journal agrees in principle to publish the final paper, regardless of whether the results are statistically significant. The preregistration of methods prevents researchers from redirecting their research, while also reducing the likelihood of papers with non-significant results falling victim to the file drawer (Chambers 2013). Negative results are as valuable as positive ones, as they move us toward a more complete understanding of the phenomena being studied (Matosin et al. 2014). While preregistration is particularly useful in quantitative research, it can also be used to articulate the intended scope and limits of the data and methods in qualitative investigations before they commence. It can also ensure that researchers who make their data open are not “scooped” in their analysis, as there is a time-stamped public record of the intended use of the data.

More transparent presentation of methods and data leads to more opportunity for replication and reproduction of research. Normalizing this practice can take help neutralize what some, such as Wansink, see as the threat of criticisms of their research agenda. A survey by Fetterman and Sassenberg (2015) found that scientists overestimated the negative effect on reputation from a failed replication, and a researcher’s reputation was more likely to be harmed if they refused to engage with the findings of replications. While replication is a good aim, to really confirm an effect, multiple replications are needed (Maxwell, Lau, & Howard 2015), as well as more meta-analysis (Stanley & Spence 2014), and replication or reproduction studies also need to be transparent about these methodological features as well (Brandt et al. 2014).

There is also a lesson to be learned here about the need to be open to criticism as part of the research process. Ad hominem attacks on people’s character as researchers are never acceptable, but appraisal of data and outcomes, and the methods used to obtain these, should be part of a healthy science of linguistics.

It is important to remember the role you play in interpreting your data for your audience. Being clear about your research methods, both to yourself and your audience, can help mitigate selective interpretation of data. Allowing your readers to access your data can also help ensure that others can also follow your analysis.

5 Discussion

We have outlined some of the issues facing social psychology, which are a broader reflection of the issues facing all researchers in the social sciences, including linguists. We also mentioned some of the solutions that have been proposed to counter these issues, most of which are centered on building a culture of open data and open research. In this section, we discuss three main themes linguists can take away from the social sciences. The first is that there are benefits that openness can bring; the second is that we can make the most of emerging tools and processes to enact openness; and the third is that we need to foster a positive cultural shift both in our own work and the field more generally. Some of these practices have been long established in some subfields of linguistics, and many are also raised in Berez-Kroeker et al. (2018) and throughout this Handbook.
5.1 Openness brings benefits
Researchers are rightly attached to the data they collect; conducting primary research takes a lot of our time and creative energy and drives the original contributions that we make to the collective understanding of language. Researchers can become caught in the sunk cost fallacy, where they feel that that they’ve invested so much in this work that it would be a loss for them to share it. However, another way of thinking about the effort of data collection is to ask whether there are more efficient ways to get returns on the investment you have already done. There are benefits to taking a more open approach. Open data also attracts attention to your specialist field—be it an underdocumented language or an uncommon grammatical construction—and ensures that if an individual researcher moves on from working on a particular set of data (increasingly common in a sector where we train far more PhDs than there are future jobs for), their data can continue to benefit the ongoing research process. There is evidence that research publications with open data attract higher citation rates (astronomy, Henneken & Accomazzi 2011; gene data, Piwowar & Vision 2013; social sciences, Pienta, Alter, & Lyle 2010). Open data also shows the greatest respect to your research participants, because their contributions go further than the bounds of your own research project.

It can feel like open data management involves a great deal more work on top of an already demanding set of research expectations. We can also decide how we wish to reward positive open data practices, in our field, but also in our institutions and professional organizations, particularly with regard to hiring and promotion (including tenure), awards, and research funding. The research sector is changing and beginning to acknowledge the publication of non-traditional outputs such as corpora and data sets, and funding bodies and publishers are encouraging open data, such as the European Research Council’s Horizon 2020 Open Research Data pilot. In our own work we can acknowledge that data and other documents produced at different stages of the research cycle are legitimate outputs of your research, and they can be counted as publications, including adding data as a specific publication type on academic curriculum vitae. See Alperin et al. (chapter 13, this volume) for discussion of valuation of data and data management as a research endeavor.

5.2 Using new tools and processes makes openness easier
Part of the response to the replication crisis in social psychology has been to develop tools and processes that facilitate good open data practice. Many of these tools are designed to be as easy to use as possible. OSF, which we have been using in our own research practice, was created by the Center for Open Science, the same group that have been running the large-scale replications. OSF benefits the work of Center for Open Science researchers, but is also useful for other disciplines. Linguists can harness these, as well as digital tools already created in our field, and institutional repositories and infrastructure, to facilitate their own open access plans. Many researchers feel uncomfortable about sharing data before they have completed their analysis in case another researcher beats them to publication, and the efforts they put into data collection do not result in the kind of publication they hoped for. However, it is important to realize that open data does not have to be open from the very moment it is created. Many online tools and archives provide the options for embargos, and private data sets allow you to protect your research goals, while making sure that your data also has a permanent home by the time of project completion. This does not mean you should leave the archiving of your data until after the project concludes; structuring data for sharing “as you go” and many repositories facilitate this.

Many newer tools and repositories are designed to be as user-friendly as possible. There are practical limits to how many tasks an individual researcher needs to become an expert in. Fortunately, universities are increasingly aware of the importance of open data, and most university libraries have research librarians and technical specialists who can provide support for archiving your materials, or providing training on the use of user-oriented repositories. The data-handling skills you need to make your work open access are the kind of skills that will make your data easier for you to use in your own research. The very best open data are well-organized, have clear metadata explaining what the data are and how they are structured, and are findable through a general web search. These kinds of information make your data easier to find and will make them easier for you to use in years to come.
5.3 A move to openness is about creating a positive cultural shift

We can have all the useful tools and processes in the world, but none of these will matter unless we foster a cultural shift in the discipline toward openness. There are several dimensions we see as key to this cultural shift, at the beginning of this discussion we briefly discussed incentives and there are others we discuss here: the first is the intergenerational shift; the second is openness even when data cannot be shared; or introspective data are used; and the third is reframing how we discuss data created by others, and how we respond to critique of our own analysis.

Common across many of the stories about the replication crisis in social psychology is the role senior researchers had in encouraging junior researchers to participate in potentially questionable data collection and analysis processes, with Wansink’s story being perhaps the most egregious for the way he publicly blogged about it as a positive experience for his junior colleague. In many areas of linguistics, students and junior researchers do not always work so directly with senior colleagues on research projects, but are still greatly influenced by them. Supervisorial relationships are built on unequal power relations, and if you are a student or early career researcher in a research lab or department where there is a culture against data sharing, you may have to wait for another project to begin good practices.

When working as part of a team, or in a supervisor-student relationship, working out who “owns” data and who can decide what happens to them can be a complicated problem—particularly if you are one of the junior members of a team. Check with your team members about whether there are structural reasons why the data can’t be shared (for example, you don’t have permission from the informants, or from the original creator of the data). In the absence of a structural barrier, it is possible that senior team members may not be aware of the advantages of open data. They may be concerned about you completing your research within a fixed timeline, and that focusing on data will prevent you from focusing on publication. They may be concerned that sharing the raw data will allow another researcher to scoop you and prevent you from publishing your work. Talking through these issues may help you to find some common ground. It is also worth remembering that even senior researchers who you admire can feel threatened by the changing research landscape with regard to data. There are a number of good resources you can share with colleagues to help in these conversations, including the articles and books we reference in this chapter, the frequently asked questions from the Austin Principles of Data Citation in Linguistics webpage and resources shared by the ReproducibiliTea8 global network of journal clubs (Orben 2019).

There are times where it is not appropriate to share data. The interests of the community you work with always take priority, and you should always be sensitive to those interests. However, you have an obligation to revisit this discussion from time to time, including when there are genres, or derivative data (such as modified transcripts) that people are more willing to share with a wider audience, or a step model of open access, where data are only shared with registered or invited individuals. You have an obligation to clearly express in publications that not sharing data is an expressed wish of that community. This helps other communities and researchers to see that this is a conscious choice by a community, or individuals, and not an omission or withholding of data on behalf of the researcher. See Holton, Leonard, and Pulsifer (chapter 4, this volume) for more on people, ethics, and data.

Several linguistic traditions are built on introspection, or other methods where there is not necessarily a clearly defined data collection process. Introspection is still a form of data collection, and while there may not be a set of recordings or texts, there is still an obligation to be transparent about the nature of introspective data and the precise methods used to generate it. Just as a research experiment requires information about participants, publications about introspection should make clear who provided the introspections, and how they were acquired. The concept of open data means openness about methods as well as the data themselves.

One final dimension of openness, and perhaps the most difficult to put into practice, is openness to discussion of publicly available data. The replication crisis in social psychology has seen a number of ways research has been queried and a variety of different responses from original authors. The move toward open data involves a new level of vulnerability for researchers, as they share an element of the research cycle that was previously not made public. This is not dissimilar to the evolution of the practice of sharing preprints of articles.
intended for peer review. This practice, which started to become normalized in physics and is now moving into other areas of the physical and social sciences (such as through the SocArXiv\textsuperscript{9} platform) requires researchers to rethink the research pipeline. The social cost to the individual of sharing research at the prepublication stage comes with a social benefit when the whole field participates (Tennant et al. 2019). In the same way that the practice around preprints is shifting and stabilizing in new fields, expectations about what constitutes good open data will continue to shift and grow; furthermore, open practices do not completely eliminate problems of fraud or even of honest unintentional misanalysis. Critique of open data cannot immediately be on the same level as that of research practices with longer traditions, such as the peer-reviewed journal article. We also need to ensure that we find a way to talk critically about data that does not come across as ad hominem. On the flipside, we also need to accept that open data mean another phase of our research cycle is open to scrutiny. In the flurry of activity in the social science replication crisis, key researchers whose work could not be replicated responded saying they felt personally attacked. None of this reframing of data is easy for any individual researcher, but as a whole we can approach data in a positive and respectful way, to help drive our discipline forward. We believe this is one of the most important lessons we can learn from the replication crisis in social psychology.

6 Conclusion: It all comes down to transparency

This Handbook is designed to help you make choices about how you manage linguistic data. We hope that when you are making those choices you aim to be as transparent in your methodology and presentation of data as possible, to allow other researchers to engage with that data in a way that can help the field move forward positively. The chapters on archiving (Kung, chapter 8, this volume), developing research data management plans (Andreasen, chapter 7, this volume), and data copyright (Collister, chapter 9, this volume) will help you think in practical terms about how to implement transparency in your own research.

Berez-Kroeker et al. (2018:11) in linguistics and Asendorpf et al. (2013) in social psychology both make clear that good linguistic data management practice is not just the responsibility of individual researchers, but of the field as a whole, including institutions, archives, publishers, and funding organizations. Institutions need to better value the development of corpora of data as a key output of research, with a positive valuation of more transparent data. See Alperin et al. (chapter 13, this volume) for more on the valuation of data and data management as a research endeavor. Individual researchers can also collaborate more, sharing the burden of validating key findings and driving research forward (Silberzahn & Uhlmann 2015). Archives need to continue to ensure they are providing a reliable repository of data, but are not difficult to use for both those depositing data and those accessing them. Publishers are increasingly seeing the value in encouraging or requiring researchers to make the data for a publication accessible (Nosek et al. 2015). Researchers in social psychology who are unwilling to wait for the publishers to drive change have started the Peer Reviewer’s Openness Initiative (Morey et al. 2016), where people agree that they will use their role as peer reviewer to request a minimum level of data transparency for all papers they review. Funding organizations have an opportunity to set the agenda for how research is conducted through updates to funding rules. While we are not yet at the point where grant applications are essentially treated as preregistration of research methods (as per Bollen et al.’s recommendation to the National Science Foundation in 2015), greater focus should be given to how data will be managed, both in grant proposals and final reports. All of this requires a transformation in the way we approach research data.
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