Measurements for 8 Common Analytes in Native Sera Identify Inadequate Standardization among 6 Routine Laboratory Assays
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BACKGROUND: External quality assessment (EQA) with commutable samples is essential for assessing the quality of assays performed by laboratories, particularly when the emphasis is on their standardization status and interchangeability of results.

METHODS: We used a panel of 20 fresh-frozen single-donation serum samples to assess assays for the measurement of creatinine, glucose, phosphate, uric acid, total cholesterol, HDL cholesterol, LDL cholesterol, and triglycerides. The commercial random access platforms included: Abbott Architect, Beckman Coulter AU, Ortho Vitros, Roche Cobas, Siemens Advia, and Thermo Scientific Konelab. The assessment was done at the peer group level and by comparison against the all-method trimmed mean or reference method values, where available. The considered quality indicators were intraassay imprecision, combined imprecision (including sample–matrix interference), bias, and total error. Fail/pass decisions were based on limits reflecting state-of-the-art performance, but also limits related to biological variation.

RESULTS: Most assays showed excellent peer performance attributes, except for HDL- and LDL cholesterol. Cases in which individual assays had biases exceeding the used limits were the Siemens Advia creatinine (−4.2%), Ortho Vitros phosphate (8.9%), Beckman Coulter AU triglycerides (5.4%), and Thermo Scientific Konelab uric acid (6.4%), which lead to considerable interassay discrepancies. Additionally, large laboratory effects were observed that caused interlaboratory differences of >30%.

CONCLUSIONS: The design of the EQA study was well suited for monitoring different quality attributes of assays performed in daily laboratory practice. There is a need for improvement, even for simple clinical chemistry analytes. In particular, the interchangeability of results remains jeopardized both by assay standardization issues and individual laboratory effects.

Performing accurate and precise measurements that are comparable over time and location and across assays is essential for ensuring appropriate clinical and public health practice. One step toward achieving this goal is using assays that are metrologically traceable to a higher-order reference measurement system or harmonized by use of internationally recognized procedures (1, 2). In Europe, the European Union Directive on in vitro diagnostic medical devices requires demonstration of metrological traceability (3). Thus, in principle, laboratories using CE-marked assays consisting of calibrator, reagent, and instrument from the same manufacturer (so-called homogeneous systems) can assume accuracy and interchangeability of their measurement results. However, the intrinsic quality of a manufacturer’s assay or test system might be confounded by the laboratory using the system. Therefore, an independent assessment of the quality of measurements obtained under routine conditions is essential for ensuring optimal patient care and public health. External quality assessment (EQA), also called proficiency testing, plays a key role in this regard (4, 5). To cover the broad spectrum of sources potentially invalidating the quality of measurements, the assessment schemes need to fulfill certain requirements in terms of...
design and interpretation (6–9). Early studies described the potentials and limitations of using fresh-frozen single-donation sera for EQA (10–13). Building on findings from these studies, there has been an increasing interest in using serum materials that are commutable, meaning they closely resemble the relevant properties of real patient samples (14–18). However, many EQA schemes continue to use highly processed (mostly lyophilized) and therefore, potentially non-commutable blood products. This practice necessarily limits the scope of these programs to the assessment of laboratory performance at the peer group level.

Here we report on a recent EQA survey that is designed to be not confounded by commutability issues and which enables the assessment of the quality of assays as performed by clinical laboratories. Special emphasis was put on the standardization status of the assays, meaning the accuracy and interchangeability of results across manufacturers and laboratories. We choose assays available on modern random-access test systems for measurement of 8 common analytes, i.e., creatinine, glucose, phosphate, uric acid, total cholesterol, HDL cholesterol, LDL cholesterol, and triglycerides. We carefully selected quality indicators and state-of-the-art limits to reflect both assay and laboratory performance.

Data Analysis

STUDY DESIGN AND SAMPLES

We performed this study with 20 fresh-frozen single-donation serum samples obtained from Solomon Park Research Laboratories. Serum was collected according to the CLSI protocol C37-A without filtration and with 2 U/mL human thrombin (Sigma-Aldrich) added to the serum to facilitate clotting at room temperature (19). The individual blood donations were tested and found negative for anti-HIV 1/II, anti–hepatitis C virus, and hepatitis B surface antigen. Immediately after 1-mL portions of the sera were aliquoted into polypropylene vials, the sera were stored at −70 °C and kept under these storage conditions until shipment on dry ice to the participating laboratories (see Table 1 in the Data Supplement that accompanies the online version of this report at http://www.clinchem.org/content/vol60/issue6). The samples were required to be kept frozen until analysis. The participants each received 1 aliquot of the 20 samples, which was sufficient for analysis of the 8 analytes in singlet in the same run. The number and selection of participants (63 in total) was adapted to obtain peer groups of almost equal size (see below) and to represent the following manufacturers/test systems: Abbott Architect (n = 10), Beckman Coulter AU (n = 12), Ortho Vitros (n = 11), Roche Cobas (n = 10), Siemens Advia (n = 12), and Thermo Scientific Konelab (n = 8). Details of the system types, assays, and measurement principles are provided in online Supplemental Table 2. Because of too few (n < 5) laboratories reporting results, no peer group could be established for the Beckman and Ortho LDL cholesterol assays, nor for the Thermo Scientific phosphate assay, and generally not for the Jaffe creatinine assay. However, for LDL cholesterol and phosphate, the respective manufacturers agreed to fill the gap of results by participation with their application laboratories and multiple instruments, so that pooling of the manufacturer/laboratory data was possible. Data assessment was done at the peer group level and by comparing results with target values obtained from either calculating the all-method trimmed mean (AMTM) or, in case of total cholesterol, creatinine, and uric acid, from reference methods (further referred to as REF) (20–22).

STATISTICAL DATA TREATMENT

All numerical results were converted to Système International d’Unités (SI) units. If a laboratory applied a factor to its results when reporting, the results were converted to the originally measured values. Single outlying results reported by a participant were identified and removed by their z-value (>4) based on the median SD for the 20 samples of the respective peer group. Outlying laboratories in a peer group were identified on the basis of the mean of their results for the 20 samples by a 2-sided Grubbs test (95% probability) and omitted from calculation of the peer group mean. Outlying results were also identified by the Grubbs test (23). The AMTM was calculated as mean of the peer group means, after omission of the outlying results.

QUALITY INDICATORS AND PERFORMANCE LIMITS

The quality indicators applied for performance assessment of both the individual laboratory and assay were (a) intraassay imprecision, (b) combined imprecision (including sample-related effects), (c) bias, and (d) total error (TE). Indicators a, c, and d were estimated at both the peer group and reference level by assessing the data against the peer group mean and AMTM/REF, respectively. Estimation of the combined imprecision (indicator b) required comparison of the data with the AMTM/REF, as applicable. The assays were also assessed for peer variation. Estimation of the quality indicators at the peer group level was done as follows. The intraassay imprecision of a laboratory was derived from the $S_{ixa}$ (expressed as percentage to the mean) from linear regression of its results for the 20 samples in the same run against the peer group mean and referred to as the “laboratory peer $S_{ixa}$” (note: the $S_{ixa}$ is the standard error of estimate or SD of the individual results about the best-fit line). The intraassay imprecision of an assay was estimated from the “median” lab-
oratory peer $S_{jx}$ (referred to as “assay median peer $S_{jx}$”). The peer variation of an assay was estimated from the %CV of the laboratory data predicted from linear regression to the peer results at 3 concentrations (low, mid, and high, “peer CV”). The bias and TE for a laboratory were derived, respectively, from the percentage deviation of its results from the peer group targets at 3 concentrations (“laboratory peer bias”) and by the calculation: “laboratory peer TE” = laboratory peer bias + 1.645 × laboratory peer $S_{jx}$; the TE for an assay (“assay peer TE”) was also calculated as 1.96 × square root(peer CV$^2$ + assay median peer $S_{jx}^2$). Estimation of the quality indicators at the reference level was done for both the laboratories and the assays as described above, but against the AMTM/REF. The respective estimates were referred to as the “laboratory AMTM/REF $S_{jx}$” and “assay median AMTM/REF $S_{jx}$” (reflecting, as explained above, the combined imprecision), “laboratory or assay AMTM/REF bias,” and “laboratory or assay AMTM/REF TE.” Calculation of the latter was done with use of the respective laboratory or assay AMTM/REF estimates for bias and $S_{jx}$. The quality indicators were assessed against fixed limits tailored to result in a 5% failure rate. In some cases, the limits were individually expanded to account for either the uncertainty of the respective targets or the inflation of $S_{jx}$ due to combined imprecision effects. The assay AMTM/REF bias was additionally assessed against limits derived from the biological variation concept (optimal bias according to the diagnosis model) (24, 25).

Online Supplemental Tables 3 through 6 provide a full description of the used limits. Online Supplemental Fig. 1 illustrates the estimates of some of the above quality indicators.

**Results**

**OUTLIER IDENTIFICATION**

Eighteen single outliers out of 9900 results (0.2%) were identified. For 11 laboratories the results for 1 analyte (out of 495 tests in total, i.e., 8 analytes measured in 63 laboratories minus 9 missing values, or 2.2%) were omitted as outliers from their peer group. The following assays were identified as outliers and omitted from calculation of the AMTM: Ortho Vitros phosphate, Beckman AU triglycerides, and Thermo Scientific Konelab uric acid.

**ASSAY PERFORMANCE**

**Peer estimates.** The limits for assay median peer $S_{jx}$ (1.5%) were exceeded for 3 assays (1 for creatinine, 2 for HDL cholesterol). The limits for the peer CV (3%) were occasionally violated at the mid and high concentrations (HDL- and LDL cholesterol, creatinine), but more frequently at the low end (in particular creatinine, HDL cholesterol, triglycerides). The peer TE of 3 assays (creatinine, HDL cholesterol, triglycerides) exceeded the 6.5% limit. The “median” of the respective estimates across manufacturers was on the order of 1% (assay median peer $S_{jx}$), 2% (peer CV at mid and high concentrations), 2%–3% (peer CV at low concentration, rising to 5% for triglycerides), and 4%–5% (assay peer TE). Online Supplemental Table 7 provides full numerical documentation.

**AMTM/REF estimates.** Figs. 1 and 2 show the assay AMTM/REF bias and TE estimates vs analyte-specific fixed and optimal biological bias limits. Online Supplemental Figs. 2 and 3 show the same data with SI units in the x axis. Table 1 documents the assay AMTM/REF bias at low, mid, and high concentrations for each of the manufacturers. For cholesterol, all assays performed within the 4% fixed bias limits (Beckman AU was borderline at high concentration), but not within the 2% optimal limit. For creatinine, the difference between the most biased assays (Abbott Architect and Siemens Advia) was approximately 8%; at the low concentration the discrepancy was even higher because of the tendency of the Abbott assay to an increase in bias. The 2% optimal limit was challenging for several assays. For glucose, the results of all assays showed a narrow distribution. Notably, the optimal limit of approximately 1% was beyond current technical capabilities; concentration-related biases seemed to be absent, because the observed differences at high concentrations fitted well to the rest of the differences. For HDL cholesterol, the difference between the most biased assays (Roche Cobas and Beckman AU) was approximately 7%; the biases depended on the concentration for several assays, which may need confirmation by extensive comparison with an REF. The LDL cholesterol percentage difference plot is dominated by the high and concentration-dependent bias of the Beckman assay (>15%) and the generally large variability of the other assays (the Abbott assay was a notable exception). Note that for the Beckman and Ortho assays the difference plot is based on the pooled manufacturer/laboratory data (differently from the data in Table 1). The comparability of 5 assays was borderline but within the optimal limit of 3.5%. For phosphate, the comparability of the assays (except Ortho) was excellent, with differences even within the optimal limit of 1.6%. In contrast, the Ortho assay had a positive bias (8.9%) that increased at lower concentrations. Note that the Thermo Scientific phosphate results in the difference plot were also pooled manufacturer/laboratory data. For triglycerides, the comparability of the assays (except Beckman) was very good, with differences within the optimal limit of 5.3%; concentration-
related effects seemed to be absent. For uric acid, the comparability of the assays (except Thermo Scientific showing a bias of 6.4%) was very good; the optimal limit of 2.5% was challenging and not met. For the Roche Cobas and Abbott Architect, there are indications for increased negative bias at low concentrations. The regression and correlation data (assay peer data against the AMTM/REF) are summarized in online Supplemental Table 8.

Online Supplemental Table 9 provides a detailed overview of all AMTM/REF estimates (bias figures reiterated but with CIs) and shows that the “median” of the assay median AMTM/REF $S_{ijx}$ (%) estimates across manufacturers was remarkably similar to the peer equivalent (see online Supplemental Table 7) for cholesterol, creatinine, glucose, phosphate, and uric acid; however, the “median” was considerably increased for HDL cholesterol (2.6% vs 1%), and LDL cholesterol (2.9% vs 1%), the latter mainly due to the high values for the Roche, Siemens, and Thermo Scientific assays. Note that in online Supplemental Table 9, no values are given for the assay median AMTM/REF $S_{ijx}$ for triglycerides because of the inconsistency of measurement data. From the tabulated assay AMTM/REF TE estimates, all assays that violated the fixed bias limits also did so for TE, except the Siemens creatinine assay.

Fig. 1. Assay percentage difference for cholesterol, creatinine, glucose, and HDL cholesterol vs AMTM or REF target values, as applicable, for Abbott (red diamond), Beckman (blue square), Ortho (black triangle), Roche (yellow circle), Siemens (red square), and Thermo (blue diamond).

The red-broken bias limits are those listed in online Supplemental Table 5; the blue-broken limits are optimal bias limits from biological variation (see online Supplemental Table 6) (24, 25). For conversion of the traditional units to SI units used in the online supplemental figures, multiply by 0.02586 for cholesterol (mmol/L), 88.40 for creatinine (µmol/L), 0.05551 for glucose (mmol/L), and 0.02586 for HDL cholesterol (mmol/L).
due to a favorable combination of substantial bias (∼4.2%) but excellent median $S_{y|x}$ (1.6%).

**LABORATORY PERFORMANCE**

Table 2 shows the bias (vs AMTM) observed at 3 concentrations for the 63 participating laboratories. Whereas biases represent the combined effects of laboratory and assay, the interlaboratory differences observed here were particularly influenced by assay bias. Laboratories with maximum absolute biases >15% were regularly observed, frequently in the low concentration range. Consequently, this led to differences of >30% between the highest deviating laboratories (= Diff 1), and differences of >15% between the third most deviating laboratories (= Diff 3).

**Discussion**

We designed our study for adequacy to assess different performance attributes of assays performed on modern platforms and used in a clinical setting. An important design attribute was the collection and processing of the single-donation samples according to the best available protocol to warrant commutability (CLSI C37-A). This allowed us to reliably investigate the comparability of assays across manufacturers. The
compelling observations in this regard show the utility of organizing specially designed surveys complementary to those in common EQA schemes. Figs. 1 and 2 show that even for simple clinical chemistry analytes the standardization status of certain assays is still a matter of concern. Three assays had to be excluded from the AMTM because of a statistically significant bias (phosphate, triglycerides, uric acid), and the pooled manufacturer/laboratory data for one LDL cholesterol assay suggested a 15% bias; however, this needs confirmation (see below). In addition, it was striking to find differences between assays up to 8% (creatinine, HDL cholesterol), and frequent concentration-related biases (particularly for HDL cholesterol). Altogether, these observations point to considerable calibration differences between manufacturers/assays. The data further show that assays do not yet meet the optimal bias limits necessary for clinical use (24). Particularly striking in this regard was that this also applied for cholesterol and creatinine, in spite of dedicated standardization programs such as the National Cholesterol Education and National Kidney Disease Education Program. A recent impact study from the College of American Pathologists reported similar across-assay differences for creatinine (26). In contrast, the biological bias limits were met for phosphate, LDL cholesterol, triglycerides, and uric acid, except for the aforementioned biased assays (Ortho phosphate, Beckman triglycerides and LDL cholesterol, and Thermo Scientific uric acid).

Whereas the more advanced classical EQA surveys, i.e., those using pooled samples obtained with adherence to the C37-A recommendations, may also adequately reveal standardization issues, our design with 20 single-donation samples had the additional potential to assess the intraassay imprecision, combined imprecision, and TE. Indeed, pooling potentially dilutes matrix interferences present in individual samples. The assay peer performance estimates (see online Supplemental Table 7) illustrated excellent intraassay imprecision (often <1.5%), and mostly low variation (<3%) at mid and high concentrations, but significantly increased at the low end, and a TE in most cases of <6.5%, except for 3 assays. The high dispersion of some data for triglycerides may be related to glycerol contamination. Assessment of assay performance against the AMTM/REF showed good analytical speci-
ficiency for cholesterol, creatinine, glucose, phosphate, and uric acid (“median” AMTM/REF across manufacturers remarkably similar to the peer equivalent, in spite of individual differences). In contrast, the considerably increased values for this estimate for all HDL cholesterol and LDL cholesterol assays may point to sample-related effects, as shown elsewhere (27). In general, our findings demonstrate that assays for HDL- and LDL cholesterol have not yet reached the quality present for the other analytes, although we must admit that the accuracy of assays for these analytes may be affected by preanalytical and other conditions (e.g., dyslipidemia, diabetes). In this regard, the manufacturer of the LDL cholesterol assay with the bias of 15% argued that it has been shown that sample freezing potentially confounds performance (28). On the other hand, we found in the concerned manufacturer package insert that, if specimens need to be stored for >5 days, they may be preserved at temperatures lower than −70 °C for up to 3 months (29). With regard to the assay AMTM/REF TE estimate, we found that, in general, this performance attribute followed the assay AMTM/REF bias.

Our study also reflected on the robustness of the assays’ intrinsic quality for satisfactory performance in a daily laboratory context. Assessment of the laboratory peer group performance showed that 2.1% of the laboratory tests could not be included in the calculation of peer group targets. Laboratory AMTM performance sometimes showed a large difference between laboratories for all estimates. Particularly striking were the differences of >30% between laboratories (Table 2). Although these differences were partly due to biases in the used assays, the existence of laboratory effects was obvious. The regularly to frequently observed maximum absolute biases (>15% and up to 30%) were per se amazing in view of the fact that only 63 laboratories participated in the study.

Our study had limitations. The small amount of sample volume (maximum 180 mL) restricted the number of participants. Nevertheless, reliable statistics could be obtained with only 63 laboratories, provided there was careful selection on the basis of the use of homogeneous test systems. Controlled peer grouping is important to estimate biases because the assays are more influential than the measurement principles (9). We also assumed commutability of our samples. However, there is no better alternative than the C37-A protocol to collect native samples in big volumes. This approach has been used in other dedicated EQA schemes.

### Table 2. Observed AMTM bias in the participating laboratories.

<table>
<thead>
<tr>
<th>Bias (%)</th>
<th>CHOLb</th>
<th>CREA</th>
<th>GLU</th>
<th>HDL</th>
<th>LDL</th>
<th>PHOS</th>
<th>TRIGL</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-16</td>
<td>-9</td>
<td>-8</td>
<td>-20</td>
<td>-17</td>
<td>-6</td>
<td>-15</td>
<td>-7</td>
</tr>
<tr>
<td>Maximum</td>
<td>6</td>
<td>17</td>
<td>6</td>
<td>8</td>
<td>25</td>
<td>13</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Diff 1</td>
<td>22</td>
<td>26</td>
<td>14</td>
<td>27</td>
<td>43</td>
<td>19</td>
<td>28</td>
<td>18</td>
</tr>
<tr>
<td>Diff 2</td>
<td>11</td>
<td>22</td>
<td>10</td>
<td>16</td>
<td>25</td>
<td>14</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>Diff 3</td>
<td>9</td>
<td>17</td>
<td>9</td>
<td>13</td>
<td>21</td>
<td>14</td>
<td>15</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bias low (%)</th>
<th>CHOLb</th>
<th>CREA</th>
<th>GLU</th>
<th>HDL</th>
<th>LDL</th>
<th>PHOS</th>
<th>TRIGL</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-18</td>
<td>-10</td>
<td>-10</td>
<td>-16</td>
<td>-22</td>
<td>-8</td>
<td>-35</td>
<td>-7</td>
</tr>
<tr>
<td>Maximum</td>
<td>6</td>
<td>28</td>
<td>6</td>
<td>14</td>
<td>42</td>
<td>21</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>Diff 1</td>
<td>24</td>
<td>38</td>
<td>16</td>
<td>30</td>
<td>64</td>
<td>29</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Diff 2</td>
<td>12</td>
<td>36</td>
<td>12</td>
<td>22</td>
<td>52</td>
<td>22</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>Diff 3</td>
<td>9</td>
<td>35</td>
<td>10</td>
<td>19</td>
<td>39</td>
<td>21</td>
<td>23</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bias high (%)</th>
<th>CHOLb</th>
<th>CREA</th>
<th>GLU</th>
<th>HDL</th>
<th>LDL</th>
<th>PHOS</th>
<th>TRIGL</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>-15</td>
<td>-9</td>
<td>-6</td>
<td>-22</td>
<td>-15</td>
<td>-6</td>
<td>-14</td>
<td>-7</td>
</tr>
<tr>
<td>Maximum</td>
<td>6</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>17</td>
<td>10</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Diff 1</td>
<td>21</td>
<td>19</td>
<td>12</td>
<td>32</td>
<td>32</td>
<td>16</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Diff 2</td>
<td>11</td>
<td>17</td>
<td>11</td>
<td>18</td>
<td>16</td>
<td>12</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Diff 3</td>
<td>9</td>
<td>16</td>
<td>8</td>
<td>18</td>
<td>14</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

*The underlined values refer to maximum absolute laboratory biases >15% and differences between laboratories >30%.

b CHOL, cholesterol; CREA, creatinine; GLU, glucose; HDL, LDL cholesterol; PHOS, phosphate; TRIGL, triglycerides; UA, uric acid.

c Diff 1, the difference between the most deviating laboratories; Diff 2 and 3, the differences between the second and third most deviating laboratories.
and a review addressing this issue in detail concluded that C37 sera are commutable for many analytes (15, 30, 31). Our study may further be questioned with regard to the target setting for bias/traceability assessment, which was not necessarily truthness based (only for 3 of the 8 analytes) (20–22). Some participants deemed our REF targets for cholesterol set with a GC-MS REF inappropriate because their assays were calibrated to the Abell–Kendall method, which has been shown to deviate from GC-MS (32). Although this could explain some of the positive biases, we still believe that our observations point to a general lack of standardization of lipid assays. With regard to using the AMTM instead of REF, our study gave conclusive evidence to support that AMTM is a reasonable and cost-saving alternative, at least for the analytes we examined here. Indeed, the AMTMs for cholesterol, creatinine, and uric acid were very similar to the REF values (largest difference only 1.9%) and had an almost identical uncertainty (CIs typically 1.5%) (33, 34). Of course, to use the AMTM for assessment of the comparability across assays, its stability over time is required. This might be problematic, given potential variability among assay calibrator and reagent lots. However, reference laboratories also need to have adequate means in place to assure accuracy over time (35, 36). All considerations taken together, in future surveys we will set REF targets in the case of inconclusive AMTMs.

Another limitation is that the concentrations covered by samples from apparently healthy volunteers were restricted to the reference range, and consequently the performance at concentrations typically observed in diseased patients could be different from what was observed here. We tried to cope with this limitation to a certain extent by also looking into the quality at the low and high concentrations. In fact, this revealed that sometimes the calibration was only successful in the mid-concentration range. The appropriateness of our limits may also be questioned. We considered the fixed limits used to be state-of-the-art for assessing the performance of modern instruments because they were tailored to a 5% failure rate. Furthermore, for assessing the assay and laboratory performance against the peer mean and AMTM/REF, we expanded the limits analyte specifically to account for the uncertainty of the targets. Finally, we believe that biological bias limits make sense in view of assessing the utility of the assays for clinical purposes (24).

In conclusion, our study provided reliable information on assay and laboratory performance in daily practice, with special emphasis on the interchangeability of results across manufacturers and laboratories. Our results are comforting in that the quality of within-peer performance was excellent, but with room for improvement at the higher and lower concentrations. There were some sample-related effects, with isolated cases of deviating assays, differences across manufacturers and laboratories, and the inability to meet the biological bias limits for numerous analytes. On the basis of these observations, we advocate the need to address quality issues in a more targeted manner, e.g., by adaptation of regulatory and EQA practices, but also by educating individual laboratories toward more emphasis on quality assurance. Special studies like ours do not substitute for but are complementary to more common EQA surveys.
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