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While libraries have long stored informative
material for later use, information retrieval as
we now know it did not begin to coalesce as
a discipline until the 1960s and early 1970s,
with advances in commercial systems and in-
fluential research publications by scholars in-
cluding Lancaster, Maron, Salton, and Sparck
Jones. While commercial systems of the time
most commonly accepted Boolean queries as
input, describing the relationships desired
between human-assigned index terms in the
documents to be retrieved, researchers be-
gan developing models and software con-
sistent with term-weighting systems; these
evolved into the methods used by today’s
search engines in ranking documents. While
many of the term-weighting and automatic
indexing schemes were initially rather sim-
ple, they have grown in complexity, based
on developments in retrieval and linguistic
theory and years of experimentation. While
more sophisticated linguistic methods have
been studied in retrieval contexts nearly as
long as retrieval itself has been studied, the
relative level of satisfaction with the per-
formance of retrieval systems using simple
automated indexing has kept the linguistic
focus of retrieval researchers on individual
terms, usually assuming a “bag of terms”
model.

Dominich summarizes many of the math-
ematical foundations of various information
retrieval models. Chapter 2 provides the core
mathematical material in the book. A wide
range of concepts is presented, with a sec-
tion for each of the following: logic, set the-
ory, relations, functions, families of sets, al-
gebra, calculus, differential equations, vec-
tors, probability, fuzzy sets, metric spaces,
topology, graph theory, matroid theory, re-
cursion and complexity theory, and artificial
neural networks. The sections are typically
broken down into formal definitions, theo-
rems, and examples. The definitions and the-
orems are clear and relatively easy to under-
stand. Those seeking longer or deeper mathe-
matical expositions on these topics will need
to go to the mathematical literature; how-
ever, in most cases, the material provided
by Dominich will be adequate for linguists
and retrieval specialists trying to understand
retrieval models. The chapter has little on
the relative strengths, weaknesses, and con-
sequences of the adoption of particular math-
ematical paradigms, which may be frustrat-
ing to those asking “Why?” The numeric or
symbolic examples provided at the ends of
many sections are brief but very useful.

Chapter 3 addresses retrieval models, with
one-third of the chapter addressing tradi-
tional text retrieval models (Boolean, vec-
tor, and probabilistic), one-third addressing
“nonclassical” models that have yet to see
much commercial use but would be of inter-
est to philosophers and linguists (e.g., ideas
based on the works of Barwise and Dev-
lin), and one-third addressing “alternative”
models of information retrieval, including
a presentation on latent semantic indexing
(four pages) and natural language process-
ing (one page). Other brief discussions of
techniques using linguistic information are
spread throughout the chapters.

Chapter 4 addresses how information re-
trieval, as modeled in Chapter 3, may be
based rigorously on the mathematics pre-
sented in Chapter 2. Much of this consti-
tutes original research. It is helpful to see
the work of a variety of authors brought
together into the uniform presentation pro-
vided by Dominich. Chapter 5 formally ex-
amines retrieval effectiveness. This presenta-
tion goes into far more depth than do most
information retrieval books and provides a
helpful summary of the foundations of the
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area. The appendices contain algorithms and
MathCAD code for several retrieval models.

The book uses a section-numbering style
where the chapter number isn’t at the begin-
ning of each section number, nor is the chap-
ter number in the header or the footer for
most pages. This makes navigating through
the book unnecessarily difficult.

Mathematical Foundations of Information Re-
trieval will be useful to those computational
linguists who want an accessible yet mathe-
matically rigorous presentation of the foun-
dations of information retrieval algorithms
and models.—Robert Losee, University of North
Carolina
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