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Prosocial behaviors constitute vital ingredients for all types of social interactions and relationships as well as for society at large. Corresponding to this significance, the study of prosocial behaviors has received considerable attention across scientific disciplines. A striking feature of this research is that most disciplines rely on economic games to measure actual prosocial behavior in controlled experimental settings. However, empirical research often fails to fully exploit the richness of this class of paradigms. The current work aims to overcome this issue by providing a theory-driven overview of and introduction to the variety of economic games for researchers in psychology and beyond. Specifically, we introduce prominent theories of games (Game Theory and Interdependence Theory) and show how the concepts from these theories can be integrated in a unifying theoretical framework considering games as providing specific situational affordances for behavior. Additionally, we describe several games in detail, including their structural features, the affordances they involve, the social motives that may guide behavior, the flexibility they entail to manipulate specific situational aspects and, thus, affordances, and typical research findings. We conclude that tailored selection and combination of games and game variants allows to obtain a unique understanding of the underlying psychological processes involved in prosocial behavior. As a practical tool for researchers, we also provide standardized game instructions and guidelines for the implementation of games in future research. Ultimately, the review can foster optimal use of economic games in future work and thereby set the stage for high-class, replicable, and innovative research on human prosociality.

Prosocial behaviors such as cooperation, generosity, and reciprocity are among the most basic ingredients for the functioning of human societies (Nowak, 2006). Broadly defined, prosocial behaviors describe all kinds of actions that benefit others, usually at personal costs, in situations of interdependence between two or more individuals. Indeed, prosocial behaviors can refer to anything from global challenges for all humanity to everyday interpersonal interactions. At the global level, for example, prosocial actions contribute to solving major challenges such as slowing down climate change (Alston, 2015; Marx & Weber, 2012) and fostering nuclear disarmament (Lodgaard, 2010; Plous, 1988). At the societal micro-level, prosocial behaviors promote the productivity of organizations (Podsakoff et al., 1997) and affect the well-being of interpersonal relations (Le et al., 2018; Thielmann & Hilbig, 2015). Corresponding to this ubiquity, human prosociality has been the target of an abundant amount of research across scientific fields, including (evolutionary) biology, (behavioral) economics, ethics, philosophy, political science, sociology, and psychology.

A seminal step in the study of human prosociality has been the development of so-called economic games – a class of paradigms originated in behavioral economics, which nowadays constitutes a gold standard for the measurement of actual prosocial behaviors in controlled, experimental settings (Baumard et al., 2013). In essence, economic games model social interactions in various situations of interdependence that “afford (make possible) the manifestation of the higher level ‘social person factors’” (Kelley et al., 2003, p. 74). Specifically, real-life situations and challenges are simplified so as to model (only) the critical features of the situation under scrutiny. As such, economic games “provide a coherent, substantive model of many actual encounters” (Murnighan & Wang, 2016, p. 80).

Economic games have a long tradition for studying prosocial behavior, not only in economics but also in psychology. Already in the 1950s, Deutsch (1958, 1960) relied on games to present pioneering work on the nature and determinants of trust and trustworthiness, and Thibaut & Kelley (1959) put forward their Theory of Interdependence – one of the most influential taxonomies of interpersonal situa-
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Economic Games have become a well-established tool for studying social behavior. However, there are still several key advantages. First, the observations produced by economic games directly serve as the variable of interest and represent the to-be-measured construct – a preference – without the need for wide-ranging auxiliary assumptions. Unlike approximating a construct such as prejudice from observed differences in response times (as in the Implicit Association Test; e.g., Devine et al., 2002) or self-esteem from self-reports on questionnaire items, choices in economic games express a preference and this preference is the construct one aims to explain. Importantly, how this preference comes about – that is, the causal mechanisms producing the preference (e.g., psychological processes) – is a separate issue (though economic games also bear significant advantages in this regard, see below). In this particular respect, economic games continue the behaviorist tradition: In a classical conditioning experiment, the (strength of the) conditioned response itself directly reflects the construct of interest, namely the (strength of the) association between stimuli. The causal mechanisms producing the association are a separate issue (indeed, mechanisms involving cognition were deliberately neglected in the behaviorist tradition), but there is nonetheless an element of objectivity to the paradigm itself: Observed responses are the construct of interest.

Second, with Game Theory (Luce & Raiffa, 1957; von Neumann & Morgenstern, 1944) and Interdependence Theory (Kelley & Thibaut, 1978; Thibaut & Kelley, 1959), there exist comprehensive theoretical frameworks that allow for precise description and analysis of game behavior. Specifically, Game Theory provides tools for the mathematical analysis of games as abstract models of interacting decision-makers. The decision-makers or players, respectively, are represented by their preferences over the possible outcomes of the game, including outcomes for the self and others. By and large, Game Theory provides a framework to formally capture and analyze strategic interaction. This advantage is similar to the one offered, say, by item-response theory, which formally describes responses in a test and thus allows for superior test-design, better comparability, and use of tailored analyses and scoring methods. Interdependence Theory, in turn, focuses on the interpersonal structure of a game. Most prominently, it specifies how the formal situation (i.e., the game as is) is transformed into a subjectively perceived situation. In simple terms, Interdependence Theory adds psychological meaning to Game Theory and it is therefore an indispensable tool that helps to understand and explain observable game behavior. Here, we demonstrate how Game Theory and Interdependence The-
ory can inform a unifying theoretical framework that specifies the situational affordances involved in interdependent situations (Thielmann et al., 2020), which can ultimately enhance our understanding of prosocial behavior in a variety of social situations as modelled in games.

Third, games offer a flexible toolbox to study prosocial behavior in various (classes of) interdependent situations (see Section II for details). As such, games even allow modelling complex societal challenges and studying behaviors in corresponding situations in controlled experimental settings. For example, games can be adapted to study specific (prosocial vs. selfish) behaviors such as vaccination (Böhm et al., 2016), bribery (Ab brink et al., 2002), antimicrobial prescribing of medical practitioners (Colman et al., 2019), pro-environmental donations (Klein et al., 2017), or refugee helping (Böhm et al., 2018). Findings from such studies can, in turn, provide valuable information on the usefulness of certain policy changes (e.g., Barrett & Dannenberg, 2012; Betsch et al., 2017; Böhm et al., 2018; Tarrant et al., 2019) and thereby ultimately help solving key societal challenges.

Finally, economic games allow for implementation with "real" outcomes (most commonly monetary incentives), thus rendering choices truly consequential. The advantage is that, unlike in hypothetical situations or questionnaire self-reports, reporting behavior that is not aligned with one’s true preferences essentially becomes (subjectively) costly. If one were to ignore the instructions or respond at random, one is more likely to forgo preferred outcomes. Thus, it is commonly accepted that participants should be more motivated and attentive (e.g., Baron, 2001; Camerer & Hogarth, 1999). More importantly, responses might be less prone to influences of social desirability, that is, a desire to appear – rather than to be – prosocial. Whereas in a questionnaire one can simply claim to be prosocial, a player in an incentivized game must quite literally put their money where their mouth is. Thus, to appear more prosocial than one truly is, one must forgo desired outcomes. The presence of consequences thus renders observations instances of "actual" behavior (Baumeister et al., 2007; Klein & Hilbig, 2019; Murnighan & Wang, 2016; Pruitt & Kimmel, 1977).

The Current Work

As summarized above, the key goal of the current article is to provide a broad, theory-driven summary and introduction to economic games that is specifically directed to psychologists who may consider using games in their research. As such, we aim to foster high-quality and theory-based research on the many aspects of human prosociality. To this end, we first introduce the most common theoretical frameworks for the description and analysis of economic games to establish a common ground and language: Game Theory and Interdependence Theory. Based on this, we further present a unifying theoretical framework that integrates concepts from both these theories under the umbrella of situational affordances to allow for a thorough psychological understanding of the person processes at play in each game (Thielmann et al., 2020). Second, we provide a detailed overview of the most commonly applied games, including (less commonly used) game variants to manipulate specific situational aspects as well as typical research findings. In so doing, our primary focus is on providing a basis for research allowing a targeted and theory-driven selection of games that are optimally tailored for answering specific research questions.

I. A Brief Introduction into Theories of Games

In this section, we will give a brief introduction into the two most prominent theories of games, Game Theory and Interdependence Theory, and show how the concepts from both these theories can inform a theoretical framework of prosocial behavior based on situational affordances (Thielmann et al., 2020). For more detailed overviews of Game Theory and Interdependence Theory, we direct interested readers to more specified textbooks and articles (for Game Theory, e.g., Fudenberg & Tirole, 1991; Myerson, 1991; Osborne, 2002; Tadelis, 2013; for Interdependence Theory, e.g., Balliet et al., 2017; Rusbult & Van Lange, 2003; Van Lange & Balliet, 2015).

I.1 Game Theory

Basic concepts. Game Theory is the formal analysis of strategic interaction introduced by von Neumann and Morganstern in 1944. In essence, "game theory is to games of strategy what probability theory is to games of chance" (Anatol Rapoport & Chammah, 1966, p. 13). The game-theoretic description of a game involves three elements: the interacting individuals (players), their sets of available actions (sets of strategies), and their preferences over all possible combinations of available strategies and corresponding outcomes (payoffs or utilities\(^4\)). The set of players consists of all parties involved in the game. A player’s strategy refers to a complete plan of action for the game (i.e., the action the player will choose in each potential situation), whereas a player’s set of strategies consists of all strategies available to the player. Finally, a player’s payoff or utility function is a numerical representation of their preferences that assigns a numerical value to every possible combination of all players’ strategies (and associated outcomes) – with higher values being assigned to more preferred out-

---

\(^4\) In Game Theory, the terms "payoff" and "utility" have no inherent meaning other than being a numerical representation of preferences; they are typically used interchangeably (as we will do here). So, in a game-theoretic sense, payoffs are not equivalent to monetary outcomes. Consequently, we will use the term "outcome" whenever referring to monetary or other (material or non-material) consequences. As such, our use of the terms "payoff", "utility", and "outcome" is in line with classical Game Theory textbooks (e.g., Mas-Colell et al., 1995).
comes. Accordingly, it has been proposed that the term “preference indicator function” may better capture the meaning of utility functions in a game-theoretic sense (Osborne, 2002).

A necessary condition for applying the utility concept is that all possible strategy combinations can at least be weakly ordered (i.e., they can be ranked, with ties being allowed) according to the player’s preferences. A player is called rational if the player has such ordered preferences and acts in line with these to maximize their payoff. Importantly, Game Theory does not dictate that payoffs must be ordered according to their (material or non-material) consequences; in fact, it is beyond any game-theoretic analysis to determine how material outcomes translate to payoffs (in contrast to Interdependence Theory; see Section I.2). Thus, a player can be rational although, for example, foregoing personal material benefits for the sake of increasing another’s (material) outcome. Nonetheless, for the sake of simplicity and in line with prior experimental research (e.g., Bardsley et al., 2010; Bolton, 1991), in all game-theoretic analyses of the games described here, we take the given outcomes as a direct representation of preferences (i.e., higher outcomes are strictly preferred over smaller ones), meaning that the given outcomes directly translate to payoffs or utility, respectively, in a linear fashion.

**Game types.** Games differ with regard to several structural features and can be classified accordingly. The type of a game provides information on the available sets of strategies, the knowledge players have about other players’ chosen strategies, and the relationship between payoffs. Thus, as detailed below (Section I.3), different (classes of) games provide different affordances for behavior, and knowing the type and structure of a game implies which psychological processes are afforded and may ultimately become expressed in behavior.

A key dimension for classifying games is the sequence of players’ actions. In simultaneous games, all players choose simultaneously and under ignorance of the other players’ actions. Thus, players can only assume what others will do. A classic example of a simultaneous game is the Prisoner’s Dilemma (Figure 1A; Section II.2). In this game, each of two players independently decides whether to cooperate (C) or defect (D), and the combination of players’ choices results in certain payoffs (e.g., in the Prisoner’s Dilemma the highest individual payoff is always achieved through unilateral defection (D, C) whereas the highest joint payoff is always achieved through mutual cooperation (C, C). Typically, two-player simultaneous games are represented in so-called “normal form” using matrices which summarize all conceivable (combinations of) strategies and the corresponding payoffs for each player (Figure 1A). In sequential games, by contrast, players decide one after the other. Thus, except for the player acting first, players have some knowledge about the choices made by other (previous) players, which allows to specifically track reactions to these choices.

A typical example of a sequential game is the (binary) Trust Game (Figure 1B; Section II.1). In this game, a trustor first decides whether to send a given endowment to the trustee or to keep it. If the trustor sends the amount, it is multiplied (usually tripled) by the experimenter and added to the trustee’s endowment. In reaction, the trustee then decides how much of the transferred (multiplied) amount to return to the trustor. Specifically, in the binary variant of the game, the trustee can decide between returning half of the (multiplied) transfer and returning nothing, thus keeping the entire amount. Sequential games are typically represented in so-called “extensive form” using tree diagrams (Figure 1B) that provide information on the sequencing of players’ possible actions, their available actions at every decision node, and their payoffs for all combinations of players’ strategies.

Another way to classify games refers to whether sets of strategies and corresponding payoffs vary between players. In symmetric games, all players have the same sets of strategies available and have the same associated payoffs. An example of a symmetric game is once more the Prisoner’s Dilemma in Figure 1A: Both players can choose between cooperation (C) and defection (D) and all strategy combinations yield symmetric payoffs. That is, player 1’s payoff from choosing C when player 2 chooses D is the same as player 2’s payoff from choosing C when player 1 chooses D. By contrast, in asymmetric games, players have different sets of strategies available and/or the strategy combinations induce different payoffs. A classic example of an asymmetric game is the binary Trust Game in Figure 1B: Whereas the trustor’s set of strategies is comprised of sending or keeping their endowment, the trustee’s set of strategies is comprised of keeping or returning half of the multiplied amount. Similarly, we could adapt the Prisoner’s Dilemma in Figure 1A such that mutual defection is, for instance, associated with payoff 4 for player 1 while maintaining payoff 3 for player 2, thereby creating an asymmetric Prisoner’s Dilemma through asymmetry in payoffs (despite symmetry in strategy sets). In general, (a)symmetry can thus refer to the set of strategies, the associated payoffs, or both.

Finally, games can be classified according to whether the sum of players’ payoffs differs depending on players’ strategies. In constant-sum games, the sum of players’ payoffs is the same for any combination of players’ strategies. As such, constant-sum games involve perfect negative interdependence between players’ payoffs and are thus strictly competitive: whenever a player prefers one combination of strategies over another, their opponent will prefer the opposite. A typical example of a constant-sum game is the Dictator Game (see also Section II.1 for details). In this game, a dictator can freely decide how to distribute an endowment between him/herself and a recipient, who cannot react to the dictator’s split. Here, a higher payoff for the dictator necessarily leads to a lower payoff for the recipient.

---

If the sum of players’ payoffs equals zero (i.e., if a positive payoff for one player is associated with the same negative payoff for another), the game converts to a zero-sum game. In general, each constant-sum game can be transformed to a zero-sum game by normalization of the sum of payoffs to zero. Correspondingly, the terms constant-sum and zero-sum are often used interchangeably.
and vice versa, and the sum of payoffs generally equals the dictator's initial endowment. By contrast, in non-constant-sum games the sum of players' payoffs varies as a function of players' strategies. Prominent examples of non-constant-sum games are social dilemmas (see Section II.2 for details), such as the Prisoner's Dilemma introduced previously (Figure 1A). Here, the sum of players' payoffs depends on the players' strategies, reaching its maximum for mutual cooperation (e.g., total payoff $5 + 5 = 10$ in Figure 1A) while reaching its minimum for mutual defection (e.g., total payoff $3 + 3 = 6$ in Figure 1A).

**Equilibrium solutions.** Equilibria are "solutions" to games resulting from a game-theoretic analysis of the strategic interaction at hand. An equilibrium is a combination of strategies, one for each player, with the property that no player can unilaterally be better off by switching to another strategy. Equilibria can thus be understood as normative predictions (what players ought to do under the assumptions of Game Theory). Notably, given that a player's "best response" (i.e., the strategy with the highest payoff) typically depends on the other players' strategies, a game may have multiple equilibria resulting in different predictions regarding players' behaviors. Furthermore, several solution concepts exist, which differ in how selective they are and to which games they are typically applied. Here, we refer to three of the most prominent solution concepts: the Nash equilibrium, the equilibrium in dominant strategies, and the subgame-perfect equilibrium.

The **Nash equilibrium** is a strategy combination in which no player can obtain a strictly higher payoff by deviating from the equilibrium (choosing another strategy) unilaterally. That is, players choose mutual best responses given the others' strategies. In the Prisoner's Dilemma, for instance, mutual defection is the single Nash equilibrium: If player 1 were to unilaterally deviate from their equilibrium strategy (defection) and opt for cooperation instead (whereas player 2 adheres to defection), player 1 would be worse off (payoff $1 < 3$; see Figure 1A). The same holds for player 2 if they were to deviate from the equilibrium strategy (defection) while player 1 sticks to it.

An **equilibrium in dominant strategies** is a strategy combination in which all players choose their dominant strategy. A strategy of a player is called (strictly) dominant if it provides a (strictly) higher payoff than any other strategy of this player, irrespective of other players' strategies. Thus, a dominant strategy is a player's best strategy in general. As such, an equilibrium in dominant strategies necessarily constitutes a Nash equilibrium, but not vice versa. As is apparent in Figure 1A for the Prisoner's Dilemma, defection is a dominant strategy because it always yields a higher payoff, regardless of whether the other player cooperates (i.e., payoff $7$ vs. $5$) or defects (i.e., payoff $3$ vs. $1$). Thus, mutual defection constitutes an equilibrium in dominant strategies. However, in many games, players do not have a dominant strategy; by implication, these games also lack an equilibrium in dominant strategies. For example, in the Trust Game in Figure 1B, the trustor's best response depends on the trustee's strategy: If the trustee chooses "return", the trustor's best choice is "trust" (because payoff $6 > 3$), but if the trustee chooses "keep", the trustor's best choice is "distrust" (because payoff $5 > 0$).

Finally, the **subgame-perfect equilibrium** is a refinement of the Nash equilibrium that is particularly suited for the analysis of sequential games with perfect information (in which players observe the actions of all preceding players). A strategy combination is a subgame-perfect equilibrium if

---

6 In games of imperfect information, at least one player does not observe a predecessor's move. Moreover, another important feature is whether a game involves complete information, that is, whether all players know all players' payoffs.
it induces a Nash equilibrium in each subgame of the game. A subgame starts at each decision node in the game tree and contains all parts of the tree that follow after this decision node. For example, in the binary Trust Game (Figure 1B), one subgame starts at the trustee’s choice and one at the trustee’s choice: The first subgame corresponds to the complete game; the second subgame contains the trustee’s node, the trustee’s set of strategies, and the corresponding payoffs for both players. To identify a subgame-perfect equilibrium of a game with a predefined (finite) number of stages, backward induction over subgames is the method of choice: One starts with the decision(s) at the final subgame of the game (e.g., the trustee’s choice in the Trust Game) and determines the best response for the involved player. These decisions are “fixed” before continuing with the previous stage of the game. At this stage, again, one determines the player’s best response, now conditional on the (fixed) best response in the subsequent stage. This procedure is continued until the first decision is reached. In the binary Trust Game, backward induction identifies (distrust | keep) as the unique subgame-perfect equilibrium: At the final subgame of the game, the trustee’s best response is to keep the trustee’s transfer, yielding payoff 12 (keep) as compared to payoff 6 (return). Fixing this decision as given, the trustor’s best response is to distrust so as to ensure payoff 3 instead of payoff 0 that would result from trust. Overall, the subgame-perfect equilibrium identifies a player’s best strategy given that the other player(s) will choose their best strategy once it is their turn.

Efficiency. To judge payoffs from the perspective of the society (i.e., the set of players as a group), one can use the criterion of social efficiency or social welfare, respectively. The social welfare associated with a payoff combination corresponds to the sum of all individual payoffs. Thus, applying this criterion rests on the assumption that players’ payoffs are directly comparable and that building their sum is a valid operation (which is, traditionally, non-standard in Game Theory). In the Prisoner’s Dilemma in Figure 1A, only the payoff combination resulting from mutual cooperation (S, S) is efficient according to this criterion because $S + S > \max(7 + 1, 3 + 3, 1 + 7)$.\footnote{Another common efficiency criterion is Pareto-efficiency (also called Pareto-optimality). In contrast to social efficiency, Pareto-efficiency does not require that payoffs are comparable across players but uses only within-person payoff comparisons. For instance, in the Prisoner’s Dilemma, (5, 5), (7, 1), and (1, 7) are Pareto-efficient payoff combinations because each of these has the property that in no other achievable payoff combination at least one person is strictly better off and no-one is worse off.}

I.2 Interdependence Theory

Interdependence Theory (Kelley et al., 2005; Kelley & Thibaut, 1978; Thibaut & Kelley, 1959) provides a comprehensive analysis and typology of interpersonal interactions as, for example, modelled in games. It is based on the assumption that any interaction $I$ can be described in terms of the interacting individuals $A$ and $B$ ("players" in game-theoretic terms) with their needs, thoughts, and concerns for each other in a situation $S$. Formally speaking, $I = f(S, A, B)$. The choice options and corresponding outcomes are traditionally represented by a classical tool from economic Game Theory, namely payoff matrices. However, note that the "payoff" entries in the matrix have a different meaning because they reflect players’ (monetary) outcomes rather than utilities. Thus, to maintain consistent terminology, we will continue to speak of "outcomes" in what follows, except when referring to a game-theoretic analysis (in which case we will rely on the "payoff" terminology). In general, Interdependence Theory proposes different indices relating the outcomes in the matrix to each other so as to precisely describe the pattern of interdependence inherent in the situation (see paragraph on the Prisoner’s Dilemma in Section II.2).

Interdependence structure. The situation characterizing an interaction between players is a key element in Interdependence Theory. In essence, each situation $S$ can be described in terms of six structural dimensions: First, the (i) level of dependence designates the degree to which a player’s outcome is dependent on their own actions (actor control), the other player’s actions (partner control), and the players’ joint actions (joint control). Closely related, (ii) mutuality of dependence describes the degree to which players are equally dependent on one another or, stated differently, the extent to which one player has more or less power. The (iii) basis of dependence describes how players influence each other, that is, via partner control or joint control, and it thus describes the degree of coordination a situation requires. Moreover, Interdependence Theory considers the (iv) covariation of interests (i.e., the degree to which players’ outcomes conflict vs. correspond) as well as the (v) temporal structure (i.e., the degree to which the situation involves dynamic and sequential processes, and thus whether there is the potential for future interdependence). Finally, (vi) information certainty describes the extent to which players have information about the other’s outcomes, each player’s impact on the other’s outcome, the other’s goals and motives, and the opportunities for future interaction. Altogether, these structural dimensions characterize the given situation.

Interdependence processes. Based on the evaluation of the given situation $(S$, players are assumed to engage in a psychological transformation, which eventually results in an effective situation. In essence, transformation describes the process of considering the consequences of one’s own actions for the partner’s outcomes and behaviors as well as for one’s own long-term goals. That is, outcomes are evaluated based on the perception of emotional, social, instrumental, and opportunity rewards and costs. As a consequence, players might not play the game we think they are playing based on the assumption that outcomes directly relate to preferences, but rather rely on their mental construal of the situation when making a decision and order outcomes in a different way than implied by their material value (e.g., Columbus et al., 2019; Gerpott et al., 2018; Halevy et al., 2012;}
Haley & Chou, 2014). Stated differently, the transformation of outcomes to payoffs (in a game-theoretic sense) may be non-monotonic according to Interdependence Theory. After all, this very feature of assuming a transformation from a given to an effective situation makes Interdependence Theory go one (psychological) step beyond Game Theory: Whereas Interdependence Theory starts with outcomes and addresses how these are translated to payoffs or utilities, respectively, Game Theory rests on utilities. Thus, whereas in Interdependence Theory the starting point of any consideration is the given situation, in Game Theory it is the effective situation.

Decisively, the transformation process calls basic social motives into play: Whereas the given situation exclusively involves consideration of one’s own personal outcome, the effective situation involves (positive and negative) other-regarding preferences and relationship-relevant concerns. In general, a motive denotes whatever a player seeks to accomplish or maximize in a situation, and it may depend on both a player’s stable dispositions and situationally-activated (state-like) goals (e.g., norms, reputational concerns; e.g., Kelley et al., 2003), including any interaction between these. Social motives have early on been considered as drivers of behavior in economic games (e.g., Kuhlman & Marshello, 1975; McClintock, 1972; Messick & McClintock, 1968). In turn, Kelley and Thibaut (1978) proposed the following social motives as guiding principles of psychological transformation from the given to the effective situation: MaxOwn (maximizing one’s own outcome), MaxOther (maximizing others’ outcomes), MaxJoint (maximizing the sum of own and others’ outcomes), MinDiff (minimizing the absolute difference between own and others’ outcomes), MaxRel (maximizing the relative difference between own and others’ outcomes), and MinOther (minimizing others’ outcomes). In our motivational analysis of games in Section II, we refer to these motives as greed (MaxOwn), competitiveness (MaxRel), and spite (MinOther) – all denoting selfish motives – and altruism (MaxOther), social welfare concerns (MaxJoint), and fairness (MinDiff) – all denoting prosocial motives. In general, social motives shape players’ effective situation by affecting the weights assigned to the potential outcomes.

To illustrate this, again consider the Prisoner’s Dilemma in Figure 1A, now assuming that the values in the matrix denote (monetary) outcomes (rather than payoffs, as would be the case in a game-theoretic consideration). The given matrix implies the best individual outcome resulting from unilateral defection (7), followed by mutual cooperation (5). However, transformation may yield another (effective) matrix: If, for instance, player 1 has social welfare concerns and thus highly weights both players’ joint outcomes, the player might prefer mutual cooperation over unilateral defection (in game-theoretic terms, this would suggest that the player assigns a higher payoff to mutual cooperation than to unilateral defection). In consequence, the player’s preferences will follow another rank order than implied by the monetary outcomes in the matrix. Stated differently, players’ preferences depend on their social motives in a situation, suggesting that their representation of the situation may differ from the mere game structure. Interdependence Theory thus provides an explanation for the apparent deviations in players’ behavior from game-theoretic predictions (i.e., equilibrium solutions) based on the given situation (assuming that monetary outcomes are directly related to payoffs): Any “gap between the ‘given’ situation and the observed behavior always indicates that ‘person factors’ are at work” (Kelley et al., 2003, p. 77).

### I.3 An Affordance-Based Framework of Prosocial Behavior

Integrating concepts from Game Theory and Interdependence Theory, Thielmann, Spadaro, and Balliet (2020) recently presented a unifying theoretical framework of prosocial behavior, proposing that interdependent situations as modelled in games can be understood in terms of situational affordances that allow different person factors to become expressed in prosocial versus selfish behavior. Generally speaking, affordances describe properties of situations that “provide a context for the expression of motives, goals, values, and preferences” (Reis, 2008, p. 516). Several theories in psychology – including Interdependence Theory – consider affordances as key aspects of situations that allow certain dispositional factors to influence behavior (e.g., De Vries et al., 2016; Holmes, 2004; Kelley et al., 2003; Michael & Shoda, 1995). Thus, considering games through the lens of affordances provides a unique perspective on corresponding behavior and allows for a thorough understanding of the psychological processes at play.

In games – and interdependent situations more generally – four broad affordances are particularly prominent, namely (i) a possibility for exploitation, (ii) a possibility for reciprocity, (iii) a temporal conflict between short- and long-term interests, and (iv) dependence on others under uncertainty (Thielmann et al., 2020). Depending on the structural features of a game, one or more of these affordances will be present to guide behavior. Thus, affordances denote exogenous factors inherent in a (game) situation. Each affordance is, in turn, uniquely tied to a psychological process, that is, an endogenous entity within the person that may be activated and ultimately become expressed in the person’s behavior. Table 1 gives an overview of the four key affordances involved in interdependent situations and corresponding psychological processes afforded. Moreover, Table 1 delineates how each of these affordances is linked to the structural features of games as specified in Game Theory (Section I.1) and to basic dimensions of interdependence as specified in Interdependence Theory (Section I.2; see also Gerpott et al., in press; Thielmann et al., 2020).

First, the possibility for exploitation affordance is present...
when a player can increase their outcome at others’ costs, and particularly so if the player does not need to fear any sanctions by the other player(s) for selfish (exploitative) behavior. In terms of structural features of games, this applies to one-shot games in which either all players act simultaneously or to the player acting last in a sequential interaction. Moreover, asymmetric games characterized by asymmetry in power between players involve a possibility for exploitation for the player having more power than the other(s). In terms of basic dimensions of interdependence, a possibility for exploitation is present in situations of low coordination (in which increasing one’s own outcome is necessarily associated with decreasing others’ outcomes), high conflict of interests (in which a player can gain much more by selfish as compared to prosocial behavior), and high power (in which a player has strong or even complete power over the final outcome distribution). Whenever a game involves a possibility for exploitation, it allows the expression of unconditional concern for others’ welfare in (prosocial vs. selfish) behavior.

Second, the possibility for reciprocity affordance is present when a player can react to other players’ previous behavior. This applies when games are played repeatedly or for the player not acting first (and thus reacting to another) in a sequential interaction. Interestingly, there is no clear conceptual link of the reciprocity affordance to any of the basic dimensions of interdependence. Whenever a game involves a possibility for reciprocity, it allows the expression of conditional concern for others’ welfare in (prosocial vs. selfish) behavior.

Third, the temporal conflict affordance is present when the potential long-term consequences of players’ behavior conflict with players’ short-term interests. This holds in repeated games (in which prosocial behavior may help establish a mutually beneficial relationship, at the cost of short-term personal gains) as well as in sequential games for players not acting last (because they have to take into account potential negative reactions to their selfish behavior by others). In terms of basic dimensions of interdependence, temporal conflict is present when there is high future interdependence, that is, when players’ behavior likely affects their outcomes in the future. Whenever a game involves a temporal conflict, it allows the expression of self-regulation of immediate impulse gratification in (prosocial vs. selfish) behavior.

Fourth, the dependence under uncertainty affordance is present when a player’s outcome is (at least to some extent) dependent on others’ behavior, but the player does not know the others’ strategies. This applies in simultaneous games as well as for players not acting last in sequential games. Moreover, dependence is higher in asymmetric games in which one player has more power than the other (due to asymmetry in outcomes and/or sets of strategies). Correspondingly, in terms of basic dimensions of interdependence, dependence under uncertainty is present when there is a high level of dependence and high information uncertainty. Whenever a game involves dependence under uncertainty, it allows the expression of beliefs about others’ prosociality in (prosocial vs. selfish) behavior.

In addition to these four broad affordances, social situations may also vary on more specific sub-affordances that allow the expression of certain social motives in behavior (Thielmann et al., 2020). Specifically, the social motives specified in Interdependence Theory have direct conceptual links to two psychological processes afforded in interdependent situations – unconditional and conditional concern for others – and they may therefore be expressed in the presence of certain sub-affordances of the exploitation and reciprocity affordances. These sub-affordances specifically relate to the outcomes that can be achieved by prosocial versus selfish behavior in a situation. For example, in non-constant-sum games (e.g., social dilemmas), prosocial behavior may increase players’ joint outcomes, and so allow for the expression of the motive of social welfare concerns in (prosocial) behavior. Likewise, if a game allows to maximize equality in players’ outcomes (unconditionally, as e.g., in the Dictator Game, or conditionally on another’s actions, as e.g., in the Trust Game as trustee), it affords the expression of a fairness motive. Thus, depending on the game structure and the potential outcomes that can be achieved, different social motives may ultimately be afforded to guide behavior (Thielmann et al., 2015).

### Table 1. Situational affordances in interdependent situations and corresponding psychological processes afforded to guide behavior. Features of the game structure as described by Game Theory and dimensions of interdependence as proposed by Interdependence Theory provide the affordances in the first place.

<table>
<thead>
<tr>
<th>Situational affordances</th>
<th>Psychological processes</th>
<th>Game structure</th>
<th>Dimensions of interdependence</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Possibility for exploitation</td>
<td>Unconditional concern for others’ welfare</td>
<td>One-shot; Simultaneous; Sequential, as player acting last; Asymmetric (high power)</td>
<td>(Low) coordination; (Low) conflict of interests; (High) power</td>
</tr>
<tr>
<td>(ii) Possibility for reciprocity</td>
<td>Conditional concern for others’ welfare</td>
<td>Repeated; Sequential, as player not acting first</td>
<td>–</td>
</tr>
<tr>
<td>(iii) Temporal conflict</td>
<td>Self-regulation of immediate impulse gratification</td>
<td>Repeated; Sequential, as player not acting last</td>
<td>(High) future interdependence</td>
</tr>
<tr>
<td>(iv) Dependence under uncertainty</td>
<td>Beliefs about others’ prosociality</td>
<td>Simultaneous; Sequential, as player not acting last; Asymmetric (low power)</td>
<td>(High) level of dependence; (High) information uncertainty</td>
</tr>
</tbody>
</table>
Crucially, a game may involve several of said (sub-)affordances. Thus, simply knowing the affordances in a game may not be sufficient to draw conclusive inferences on the psychological processes (including social motives) involved in a player’s choice. This is also because any one particular behavior may not be driven by a single psychological process or social motive, and multiple (more or less conflicting) processes may also work together to produce a certain behavior. Thus, to isolate a certain psychological process and/or social motive, it may be necessary to either (i) use games that provide strategies which are unique for a specific motive (which is rarely the case) or (ii) combine different games or variants of the same game. Following an overview of which games exist, we will detail below how such combinations may be implemented based on a theoretical analysis of the affordances present in a game.

II. Economic Games: An Overview

In what follows, we provide an overview of several economic games that have been commonly used in research on interindividual, intragroup, and intergroup interactions. Besides describing the structural features and theoretical underpinnings of the games, we derive the (sub-)affordances each game involves. This provides clear predictions about which psychological processes (including social motives) should be afforded in a game to guide behavior and it also forms the basis for tailored selection (and combination) of games in research. Building on this, we outline how the games can be adapted to manipulate the affordances in a game (including a summary of game variants), and we end with coarsely reviewing typical empirical findings based on each game.

As an organizing framework, we broadly distinguish between sequential resource-allocation games and social dilemmas given their structural differences and, thus, inherent differences in affordances. Table 2 provides an overview of the games we discuss – including the (sub-)affordances present in each game – as well as of common game variants, which are described in more detail in the online supplement on the Open Science Framework (OSF; https://osf.io/t8m7x/). Although the list of game variants we introduce cannot be comprehensive, it demonstrates the flexibility of games to model specific features of social situations and shows potential adaptations in terms of affordances present. In the OSF online supplement, we also provide standardized instructions for all (basic) games (in English and German) as well as further guidelines for the practical implementation of games in empirical studies.

Again, note that we base all game-theoretic analyses and corresponding behavioral predictions on the given situation, assuming that (monetary) outcomes directly translate to payoffs – that is, that the given situation basically represents the effective situation. Thus, as a necessary consequence, the game-theoretic analyses are based on the assumption that players aim to maximize their individual outcome, meaning that they are purely selfish. Any empirical deviation from the behavioral predictions derived from a game-theoretic analysis thus implies either irrational responding (e.g., players do not behave according to their preferences) or the involvement of other-regarding preferences. Moreover, note that in experimental research, payoffs are usually represented – and manipulated – by (monetary or non-monetary) outcomes, again suggesting that purely selfish players should choose the outcome-maximizing (selfish-rational) strategy.

II.1 Sequential resource-allocation games

Sequential resource-allocation games are sequential games in which one player is initially asked to allocate a given endowment between themselves and one or several others who may then – in most games – react to this allocation. The games discussed here are the Dictator Game, the Ultimatum Game, and the Trust Game as well as variants thereof.

**Dictator Game**

*Game structure.* The Dictator Game (Forsythe et al., 1994; Kahneman et al., 1986) is a sequential constant-sum game with asymmetric player roles. The game involves two players, the dictator (D) and the recipient (R). The dictator is endowed with a fixed amount of $e$ tokens and decides how many tokens $g$ (with $0 \leq g < e$) to allocate to the recipient. The recipient has no opportunity to react to the dictator’s allocation. Thus, the dictator has full power over the final outcome distribution, and the dictator’s payoff or utility ($u_{D}$), respectively, simply equals $u_{D} = e - g$ whereas the recipient’s payoff is $u_{R} = g$. From a game-theoretic viewpoint, the dominant strategy for the dictator is to give nothing ($g = 0$) such that $u_{D} = e$ and $u_{R} = 0$. In terms of affordances involved, the Dictator Game thus provides a possibility for exploitation allowing unconditional concern for others’ welfare to guide behavior (Table 2). Low concern for others may be expressed in (selfish) behavior through the social motives of greed, competitiveness, and/or spite, all suggesting $g = 0$. High concern for others may be expressed in (prosocial) behavior through the social motives of fairness, suggesting $g = \frac{e}{2}$, and/or altruism, suggesting $g = e$.

---

9 Researchers who translate the standardized game instructions to other languages are very welcome to send these to the corresponding author; we will then include them in the online repository.

10 Given that the Dictator Game involves only one active player (the dictator), it is equivalent to a single-person decision problem without strategic interaction (e.g., Forsythe et al., 1994).
### Table 2. Summary of commonly used economic games and game variants thereof

<table>
<thead>
<tr>
<th>Game</th>
<th>Structure</th>
<th>Payoffs ([u])</th>
<th>Broad affordance(s)</th>
<th>Social motive(s)²</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sequential resource-allocation games</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dictator Game</td>
<td>A dictator ((D)) receives an endowment ((e)) and freely decides how much to keep versus give ((g)) to a recipient ((R))</td>
<td>(u_D = e - g) (u_R = g)</td>
<td>Exploitation</td>
<td>altruism, fairness vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Triple Dictator Game</td>
<td>... (D)'s transfer to (R) is tripled.</td>
<td>(u_D = e - g) (u_R = 3g)</td>
<td>Exploitation</td>
<td>altruism, fairness, social welfare vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Generosity Game</td>
<td>... (D)'s payoff is fixed and (D) simply decides on (R)’s payoff.</td>
<td>(u_D = e) (u_R = g)</td>
<td>Exploitation</td>
<td>altruism, fairness, social welfare vs. competitiveness</td>
</tr>
<tr>
<td>Solidarity Game</td>
<td>... (D) and two recipients (R_1) and (R_2) each can win (e) in a lottery, (D) decides in advance how much of (e) to give ((g)) to (R_1) and/or (R_2) if (D) wins (e) in the lottery or either or both of (R_1) and (R_2) lose in the lottery.</td>
<td>If either (R_1) or (R_2) loses: (u_{D} = e - g) (u_{R_{1}} = g), (u_{R_{2}} = g) If both (R_1) and (R_2) lose: (u_{D} = e - 2g) (u_{R_{1}} = g), (u_{R_{2}} = g)</td>
<td>Exploitation</td>
<td>altruism, fairness vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Faith Game</td>
<td>... (R) can choose whether to receive (g) or a fixed amount (f &lt; \frac{1}{2}).</td>
<td>(u_D = e - g) (u_R \in {g, f})</td>
<td>Dependence</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Ultimatum Game</strong></td>
<td>A proposer ((P)) receives an endowment ((e)) and decides how much to keep versus give ((g)) to a recipient ((R)). If (R) is empowered to accept versus reject (P)’s offer which affects both players’ payoffs.</td>
<td>If (R) accepts: (u_P = e - g) (u_R = g) If (R) rejects: (u_P = u_R = 0)</td>
<td>(Exploitation), Temporal conflict, Dependence, R: Reciprocity</td>
<td>R: altruism, greed, social welfare vs. competitiveness, spite</td>
</tr>
<tr>
<td>Impunity Game</td>
<td>... (R)'s decision only affects (R)’s own payoff.</td>
<td>If (R) accepts: (u_P = e - g) (u_R = g) If (R) rejects: (u_P = u_R = 0)</td>
<td>(Exploitation), Temporal conflict, Dependence, R: Reciprocity</td>
<td>R: altruism, fairness vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Spite Game</td>
<td>... (R)'s decision only affects (P)’s payoff.</td>
<td>If (R) accepts: (u_P = e - g) (u_R = g) If (R) rejects: (u_P = u_R = 0)</td>
<td>(Exploitation), Temporal conflict, Dependence, R: Reciprocity</td>
<td>R: altruism, social welfare vs. competitiveness, spite</td>
</tr>
<tr>
<td>Three-person Ultimatum Game</td>
<td>... (P) divides (e) between (R) and a passive bystander ((B)). (R)’s decision affects all three players.</td>
<td>If (R) accepts: (u_P = e - g - gn) (u_B = gn) (u_R = gn) If (R) rejects: (u_P = u_R = u_B = 0)</td>
<td>(Exploitation), Temporal conflict, Dependence, R: Reciprocity</td>
<td>R: altruism, greed, social welfare vs. competitiveness, spite</td>
</tr>
<tr>
<td>Rubinstein Bargaining Game</td>
<td>... if (R) rejects (P)’s offer, bargaining continues with (R) making a new offer to (P) and so on. The game ends once an offer is accepted by either player. Bargaining time is costly, with discounting factor (0 &lt; t &lt; 1) decreasing in each round.</td>
<td>(u_P = (e - g)^t) (u_R = g^t)</td>
<td>(Exploitation), Reciprocity, Temporal conflict, Dependence</td>
<td>altruism, social welfare vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Power-to-Take Game</td>
<td>... both (P) and (R) have to earn their endowment ((e_P)) and (e_R), respectively, in an effortful task. (P) then decides on the proportion ((d)) to take from (e_P). Before the corresponding amount is transferred to (P), (R) can destroy any proportion ((d)) of (e_P).</td>
<td>(u_P = e_P - t(1 - d)^*e_R) (u_R = (1 - t)(1 - d)^*e_R)</td>
<td>(Exploitation), Temporal conflict, Dependence, R: Reciprocity</td>
<td>R: altruism, greed, social welfare vs. competitiveness, spite</td>
</tr>
<tr>
<td>Trust Game</td>
<td>A trustor ((T)) divides an endowment ((e)) between herself and a trustee ((I)). The transferred amount ((g)) is multiplied by a constant ((m)) and added to (T)’s endowment. (T) can return any amount ((r)) of (g) m to (I).</td>
<td>(u_{I} = e - g + r) (u_{T} = e + m^r g - r)</td>
<td>I: (Exploitation), Dependence, T: (Exploitation), (Reciprocity)</td>
<td>I: altruism, social welfare vs. greed, competitiveness, spit; T: altruism, fairness vs. greed, competitiveness, spit</td>
</tr>
<tr>
<td>Game</td>
<td>Structure</td>
<td>Payoffs (u)</td>
<td>Broad affordance(s)</td>
<td>Social motive(s)²</td>
</tr>
<tr>
<td>------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Moonlighting Game</td>
<td>(i) cannot only send (g \leq \frac{t}{r}) tokens to (T) but can alternatively take (t \leq \frac{g}{r}) tokens from (T). In turn, (T) cannot only return (r \leq m + \frac{t}{r}) tokens but can alternatively reduce (r)'s payoff by (m + r) tokens at cost (p).</td>
<td>(u_I = -e + g + t + r - m\cdot p) (u_T = e + m\cdot g - t - r - p)</td>
<td>(I:) Exploitation, Temporal conflict, Dependence; (T:) Exploitation, (Reciprocity)</td>
<td>(I:) altruism, social welfare vs. competitiveness, spite; (T:) altruism, fairness vs. greed, competitiveness, spite</td>
</tr>
<tr>
<td>Distrust Game</td>
<td>(i) does not receive an initial endowment but (T) is endowed with (e_T = m + e + e_i). (i) decides how much to take ((t)) from (e_T), with (t) being divided by (m). (T) then decides how much to give ((r)) to (i).</td>
<td>(u_I = \frac{1}{m} \cdot t + r) (u_T = e_T - t - r)</td>
<td>(I:) (Exploitation), Dependence; (T:) Exploitation, (Reciprocity)</td>
<td>(I:) altruism, social welfare vs. competitiveness, spite; (T:) altruism, fairness vs. greed, competitiveness, spite</td>
</tr>
</tbody>
</table>

**Social dilemmas**

<table>
<thead>
<tr>
<th>Game</th>
<th>Structure</th>
<th>Payoffs (u)</th>
<th>Broad affordance(s)</th>
<th>Social motive(s)²</th>
</tr>
</thead>
</table>
| Prisoner’s Dilemma           | Two players decide independently whether to cooperate or defect. Their payoffs depend on the combination of players’ strategies. The maximum individual payoff results from unilateral defection, the minimum from unilateral cooperation. | \[
\begin{array}{ccc|ccc}
C & D & W \\
\hline
C & R & R & S & T & P & P \\
D & T & S & P & P & E & E \\
W & E & E & E & E & E & E \\
\end{array}
\] with \(T > R > P > S\) | Exploitation, Dependence | altruism, social welfare (C) vs. greed, competitiveness, spite (D) |
| Prisoner’s Dilemma-Alt       | ... a third “withdrawal” option \(W\) is added that realizes a fixed payoff \(E\) for both players. | \[
\begin{array}{ccc|ccc}
C & D & W \\
\hline
C & R & R & S & T & E & E \\
D & T & S & P & P & F & S \\
W & E & E & S & F & E & E \\
\end{array}
\] with \(T > R > E > P > S\) | Exploitation, Dependence | altruism, social welfare (C) vs. greed (D) vs. competitiveness, spite (D_{rel}) |
| Prisoner’s Dilemma-R         | ... a third (defective) option \(D_{rel}\) is added that realizes a lower absolute payoff for the selecting player, but a higher relative payoff in comparison to the other player. | \[
\begin{array}{ccc|ccc}
C & D & D_{rel} \\
\hline
C & R & R & S & T & R \\
D & T & S & P & P & F & S \\
D_{rel} & R & E & S & F & E & E \\
\end{array}
\] with \(T > R > P > S > F > E\); in addition, \(R/E > T/S\) and \(S/F > 1\) | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Prisoner’s Dilemma with variable dependence | ... each player independently chooses their dependence on the other player before making a decision on whether to cooperate or defect. | similar to the Prisoner’s Dilemma, with \(T - R\) and \(P - S\) becoming larger (smaller) for high (low) dependence | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Public Goods Game            | Each member \(i\) of a group of size \(N\) decides how much \((g_i)\) of an individual endowment \((e)\) to contribute to a group account. Contributions are multiplied by a constant \(m\) (with \(1 < m < N\)) and shared equally across all group members. | \[
\begin{align*}
    u_i &= e - g_i - \frac{m \sum_{j=1}^{N} g_j}{N} \\
    u_T &= e - g_T + \frac{m \sum_{j=1}^{N} g_j}{N} \text{ with } x = 1 \text{ if } \sum_{j=1}^{N} g_j > t \text{ and } x = 0 \text{ otherwise} \\
    u_T &= \sum_{j=1}^{N} t_j \\
    u_i &= v - c \text{ if } i \text{ cooperates; } u_j = v - f \text{ if } j \text{ defects but at least one other player cooperates; } u_i = 0 \text{ otherwise} \\
    u_i &= e - g_i + \frac{m}{N} \sum_{j=1}^{N} g_j - \frac{m}{N} \sum_{k=m+1}^{N} g_k \\
\end{align*}
\] | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Step-level Public Goods Game | ... resources in the group account are only shared equally across group members if a contribution threshold \(t\) is reached | \[
\begin{align*}
    u_i &= e - g_i - \frac{m \sum_{j=1}^{N} g_j}{N} \\
    u_T &= e - g_T + \frac{m \sum_{j=1}^{N} g_j}{N} \text{ with } x = 1 \text{ if } \sum_{j=1}^{N} g_j > t \text{ and } x = 0 \text{ otherwise} \\
    u_T &= \sum_{j=1}^{N} t_j \\
    u_i &= v - c \text{ if } i \text{ cooperates; } u_j = v - f \text{ if } j \text{ defects but at least one other player cooperates; } u_i = 0 \text{ otherwise} \\
    u_i &= e - g_i + \frac{m}{N} \sum_{j=1}^{N} g_j - \frac{m}{N} \sum_{k=m+1}^{N} g_k \\
\end{align*}
\] | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Commons Dilemma              | ... group members decide how much \((t_i)\) to take from a common resource \(C_i\) (with \(t_i \leq C_i\)) in round \(z\). Following each round, \(C_i\) recovers with reproduction rate \(r > 1\): \(C_i^{z+1} = (C_i - \sum_{j=1}^{z} t_j) \cdot r\). The game ends once the amount \(C_i^{*}\) available in round \(z + x\) is depleted, that is, if the collective consumption \(\sum_{j=1}^{z} t_j \geq C_i^{*}\). | \[
\begin{align*}
    u_i &= v - c \text{ if } i \text{ cooperates; } u_j = v - f \text{ if } j \text{ defects but at least one other player cooperates; } u_i = 0 \text{ otherwise} \\
\end{align*}
\] | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Volunteer’s Dilemma          | ... group members decide between cooperation (volunteering) and defection (somebody else should do the job). If at least one player cooperates, a public good of value \(v\) is provided. Cooperation comes with costs \(c < v\). | \[
\begin{align*}
    u_i &= v - c \text{ if } i \text{ cooperates; } u_j = v - f \text{ if } j \text{ defects but at least one other player cooperates; } u_i = 0 \text{ otherwise} \\
\end{align*}
\] | Exploitation, Dependence | altruism, social welfare vs. competitiveness, spite |
| Intergroup Prisoner’s Dilemma | Each player \(i\) of a group of size \(N > 3\) players is assigned to one of two groups with \(n = \frac{N}{2}\) members and decides how much \((g_i)\) of their individual endowment \((e)\) to contribute to a group account (between-group pool). Contributions are multiplied by a constant \(m\) (with \(1 < m < n\)). Every token contributed increases the payoff of players from \(i\)’s in-group \(I\) and decreases the payoff of players from \(i\)’s out-group \(O\) by \(\frac{m}{2}\). | \[
\begin{align*}
    u_i &= e - g_i - \frac{m}{2} \sum_{j=1}^{N} g_j - \frac{m}{2} \sum_{k=m+1}^{N} g_k \\
\end{align*}
\] | Exploitation, Dependence | in-group altruism, in-group welfare, out-group competitiveness, out-group spite vs. greed, collective altruism, collective welfare, in-group competitiveness, in-group spite |
<table>
<thead>
<tr>
<th>Game</th>
<th>Structure</th>
<th>Payoffs ( u )</th>
<th>Broad affordance(s)</th>
<th>Social motive(s)³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intergroup Prisoner’s</td>
<td>...a second group account (within-group pool ( W )) is added. Every token ( g_{W_i} )</td>
<td>( u_i = c - g_{W_i} - g_{B_i} + \frac{m}{n} \sum_{j=1}^{n} g_{W_j} + \frac{N}{n} \sum_{j=1}^{N} g_{B_j} + \frac{N}{n} \sum_{k=m+1}^{N} g_{B_k} )</td>
<td>Exploitation, Dependence</td>
<td>in-group altruism, in-group welfare, out-group competitiveness, out-group spite ( (B) ) vs. in-group altruism, collective welfare ( (W) ) vs. greed, in-group competitiveness, in-group spite (keep)</td>
</tr>
<tr>
<td>Dilemma–Maximizing Difference</td>
<td>contributed to this pool increases the payoff of players from the in-group ( I ) by ( \frac{m}{n} ) without affecting the payoff of players from the out-group ( O ).</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive Intergroup</td>
<td>the group account is replaced by two different group accounts. In the within-</td>
<td>( u_i = c - g_{W_i} - g_{B_i} + \frac{m}{n} \sum_{j=1}^{n} g_{W_j} + \frac{N}{n} \sum_{j=1}^{N} g_{B_j} + \frac{N}{n} \sum_{k=m+1}^{N} g_{B_k} )</td>
<td>Exploitation, Dependence</td>
<td>in-group altruism, in-group welfare, out-group spite, out-group competitiveness ( (W) ) vs. collective altruism, collective welfare, in-group altruism ( (B) ) vs. greed, collective competitiveness, collective spite, in-group competitiveness, in-group spite, out-group spite (keep)</td>
</tr>
<tr>
<td>Prisoner’s Dilemma–Maximizing</td>
<td>...group pool ( W ), every token contributed increases the payoff of players from the in-group ( I ) by ( \frac{m}{n} ) without affecting the payoff of players from the out-group ( O ). In the between-group pool ( B ), every token contributed increases the payoff of players from the in-group ( I ) and from the out-group ( O ) by ( \frac{N}{n} ).</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intergroup Parochial and Universal Cooperation Game</td>
<td>adds another group account (universal pool ( U )) to the Intergroup Prisoner’s Dilemma – Maximizing Difference Game. Each token contributed to this pool increases the payoff of players from both the in-group ( I ) and the out-group ( O ) by ( \frac{N}{n} ), with ( N &gt; q &gt; m ) and ( \frac{N}{n} &lt; \frac{m}{n} ).</td>
<td>( u_i = c - g_{W_i} - g_{B_i} + \frac{m}{n} \sum_{j=1}^{n} g_{W_j} + \frac{N}{n} \sum_{j=1}^{N} g_{B_j} + \frac{N}{n} \sum_{k=m+1}^{N} g_{B_k} )</td>
<td>Exploitation, Dependence</td>
<td>in-group altruism, in-group welfare, out-group competitiveness, in-group spite ( (B) ) vs. in-group altruism, in-group welfare ( (W) ) vs. social welfare ( (U) ) vs. greed, in-group competitiveness, in-group spite (keep)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: N/A = not applicable given that the sub-affordances and corresponding social motives are only relevant in games involving a possibility for exploitation and/or reciprocity. Affordances put in parentheses are present to a relatively weaker degree (see main text for details).

In the payoff matrices (Prisoner’s Dilemma and variants thereof), \( T \) = temptation, \( R \) = reward, \( P \) = punishment, \( S \) = sucker (see main text for details).

For a detailed description of all game variants, see the online supplement [https://osf.io/t8m7x/](https://osf.io/t8m7x/).

³ Motives listed first (before "vs.") are afforded to be expressed in prosocial behavior, motives listed second (after "vs.") are afforded to be expressed in selfish behavior. We only specify motives that are afforded in general, that is, irrespective of the other player’s decision (e.g., in the Ultimatum Game as responder, we do not mention the motive of fairness because this motive is only afforded if the proposer did not realize a fair split). According to the framework relied on here (Thielmann et al., 2020), social motives are afforded by specific sub-affordances of the exploitation and reciprocity affordances.
Real-life examples. The Dictator Game models a situation in which one individual has full power over a resource which the individual can keep to maximize their outcome at no personal cost. A real-life example of this situation might be the decision to donate blood or other valuable resources (e.g., money). Importantly, the game can also be adapted to more closely resemble certain real-life situations while maintaining the structure of and affordances in the game. For instance, if the recipient is a charity (e.g., Eckel & Grossman, 1996; Grossman & Eckel, 2015) or a needy other (e.g., Aguiar et al., 2008; Brañas-Garza, 2006), the game aligns more closely with donation behavior. Likewise, if dictators must earn their endowment in an effortful task (e.g., Cherry et al., 2002; Mittone & Ploner, 2012), the game more closely mirrors everyday situations in which money is earned through effort rather than given as windfall.

Typical findings. Dictators transfer 50% of their endowment to the recipient on average (Engel, 2011). Specifically, around a third of individuals decide to keep their endowment ($g = 0$), a third give something but less than 50% ($0 < g < \frac{1}{2}$), and another third give 50% or more ($g \geq \frac{1}{2}$; see also Camerer, 2003). However, giving decreases substantially once dictators have to earn their endowment through individual effort (Engel, 2011). Nonetheless, neither self-elected endowments nor double-blind procedures reduce giving to zero. In addition, meta-analytic evidence shows that individuals systematically differ in their willingness to share, as implied by consistent, medium-sized associations of giving with stable prosocial tendencies, such as Social Value Orientation and Honesty-Humility (Thielmann et al., 2020; Zhao & Smillie, 2015). In fact, the pattern of correlations between personality traits and giving matches the idea that the Dictator Game specifically affords the expression of unconditional concern for others’ welfare due to providing a possibility for exploitation.

Game variants. Several variants of the Dictator Game have been proposed, changing the (sub-)affordances present in the situation (Table 2). In the Triple Dictator Game (Ashraf et al., 2006), the dictator’s allocation $g$ is tripled before being transferred to the recipient (see also Andreoni & Miller, 2002, for more general variants). Thus, the Triple Dictator Game converts the Dictator Game into a non-constant sum game and thereby additionally affords the motive of social welfare concerns to potentially guide prosocial behavior. The same applies to the Generosity Game (Güth et al., 2012) in which the dictator can maximize the recipient’s (and the collective) outcome at no personal cost because the dictator’s outcome is fixed a priori. In turn, selfish behavior may no longer be motivated by greed – since the dictator’s decision does not affect the dictator’s own outcome – but it may still be motivated by spite or competitiveness. Comparing a player’s behavior in the Dictator Game and the Generosity Game thus allows for conclusions about the social motive of greed: A player who maximizes their own outcome in the Dictator Game but who maximizes the other’s outcome in the Generosity Game arguably behaved selfishly in the former game based on greed, but not based on spite or competitiveness.

The Solidarity Game (Selten & Ockenfels, 1998), in turn, involves the exact same (sub-)affordances as the Dictator Game, but the situation may be perceived differently given that the process producing inequality in players’ initial endowments differs (i.e., in the Solidarity Game, inequality between players results from getting lucky in a previous game of chance). Accordingly, evidence suggests that dictators feel more entitled to keep their endowment in the Solidarity Game and, thus, give less than in the Dictator Game (Stavrova & Schlösser, 2015). Finally, the Faith Game (Kiyonari et al., 2006; Kiyonari & Yamagishi, 1999) focuses on the recipient side, asking the recipient to choose whether to play the Dictator Game or to opt-out. As such, the situation modelled in the Faith Game is not characterized by a possibility for exploitation; instead, the focus is on measuring players’ willingness to self-select into a situation that involves dependence under uncertainty and thus affords beliefs about others’ prosociality to guide behavior.

**Ultimatum Game**

Game structure. The Ultimatum Game (Güth et al., 1982) is the predecessor and a variant of the Dictator Game with a more balanced power relation between players. Specifically, the proposer ($P$) is endowed with $e$ tokens and asked to decide how many tokens $g$ (with $0 \leq g \leq e$) to transfer to the responder ($R$). Unlike the Dictator Game, however, the responder can react to the proposer’s decision (accordingly, the players’ names differ between games), thus restricting the possibility for exploitation on the proposer’s part. That is, $g$ is an offer that the responder can either accept or reject. If the responder accepts, the endowment is split as proposed, resulting in $u_p = e - g$ and $u_R = g$. However, if the responder rejects, both players receive nothing (i.e., $u_p = u_R = 0$). The responder’s strategy thus entails their decision (accept vs. reject) for each possible offer $g$ and is simply expressed by the smallest offer the responder is willing to accept, the minimum acceptance level ($u$). This minimum acceptance level is frequently assessed using the strategy method (Selten, 1967) which asks responding players (e.g., responders in the Ultimatum Game) to indicate their entire strategy vector, that is, their responses to all potential first player moves (e.g., all possible proposer offers; for details, see the practical guidelines in the online supplement on the OSF).

The Ultimatum Game is a sequential game of perfect information because the responder “observes” the proposer’s offer (albeit hypothetically in the strategy method) before deciding whether to accept or reject it. For the sake of simplicity, let us assume that offers $g$ must be integers between 0 and $e$. In this case, the game has two subgame-perfect equilibria: (1) $g = 0$ and $r = 0$, and (2) $g = 1$ and $r = 1$. To identify these equilibria via backwards induction, we first determine the responder’s best response to each possible offer $g$. If $g = 0$, both accept and reject are optimal choices because they result in identical payoffs (i.e., $u_p = 0$). If $g > 0$, the responder’s optimal choice is to set $r$ equal to or below $g$ and to therefore accept any offer $g$. Thus, the two possibilities at the final (responder) stage of the game are that the responder accepts either any $g$ (i.e., $r = 0$) or any $g > 0$ and resolves indifference in case of $g = 0$ in favor of rejection (i.e., $r = 1$). In the former case, the best response for the proposer is to offer $g = 0$, whereas in the latter case it is to offer $g = 1$, that is, the minimum amount exceeding zero.
However, the proposer is usually naive about the responder’s minimum acceptance level ($r$) and might deem a minimum acceptance level of $r > 1$ likely. Thus, from an affordance perspective, the situation the proposer faces does not only involve a possibility for exploitation (which is arguably weaker as in the Dictator Game due to the decrease in power on the dictator’s part), but also a temporal conflict (because the proposer has to anticipate that the responder might reject a small, i.e., selfish offer, thus requiring the proposer to potentially suppress the selfish impulse to give nothing and dependence under uncertainty (because the proposer’s outcome ultimately depends on the responder’s reaction). Nonetheless, assuming a selfish responder who is willing to accept any offer $g > 0$, giving more than the minimum amount (i.e., $g > 1$) may be an expression of high unconditional concern for others, motivated by altruism and/or fairness. Conversely, offers of $0 \leq g < 1$ indicate low unconditional concern for others as motivated by greed, competitiveness, and/or spite. On the responder’s part, an affordance-based analysis shows that the game involves a possibility for reciprocity as well as a temporal conflict because accepting the proposer’s offer incurs a higher outcome (if $g > 0$) than rejecting it, but it may require suppressing one’s immediate impulse to punish the proposer for a very low offer. Thus, accepting an offer $g$ might be an expression of high conditional concern for others as motivated by altruism if $g < e$ (i.e., the responder wants the proposer to earn something) and/or social welfare concerns (i.e., the responder shies away from “burning” the payoff). If $g > 1$, however, accepting $g$ may also be an expression of low conditional concern for others as motivated by greed, conditional on the ability to self-regulate the impulse to reject an unfair offer. Conversely, rejecting $g$ might not only be an expression of a competitiveness and/or a spite motive (if $g < \frac{1}{2}$), but also of a fairness motive (if $g \neq \frac{1}{2}$) in the sense of realizing equal (zero) outcomes for both players.

Real-life examples. In essence, the Ultimatum Game models any kind of bargaining situation with “take it or leave it” offers. For example, a job applicant negotiating over a higher salary faces a situation comparable to the proposer in the Ultimatum Game: If the applicant requires an excessive salary, the employer might refrain from hiring the applicant. The same applies to a seller haggling over the price of a product with a customer. But also beyond economic transactions, the Ultimatum Game provides valuable information on individuals’ (strategic) concern for others on the one hand (see, e.g., Debove et al., 2016, for a detailed discussion) and reactions to violations of fairness norms on the other (e.g., Güth & Kocher, 2014).

Typical findings. As sketched above, the game-theoretic solution of the Ultimatum Game implies that responders should accept any offer larger than zero and proposers should, in turn, send the smallest non-zero amount possible. In contrast to these predictions, however, meta-analytic evidence suggests that proposers offer about 40% of their endowment on average, with modal and median offers even approaching the equal split (Camerer, 2003; Oosterbeek et al., 2004). Thus, proposers in the Ultimatum Game give considerably more than dictators in the Dictator Game, arguably due to anticipating that responders might otherwise reject the offer and the correspondingly reduced possibility for exploitation. This is also apparent in correlations of personality traits with proposer behavior: Whereas traits related to unconditional concern for others show relatively strong relations with behavior in the Dictator Game, their relations are considerably reduced with proposer behavior in the Ultimatum Game (Thielmann et al., 2020; see also Barends et al., 2019; Hilbig & Zettler, 2009). In turn, responders’ willingness to reject indeed strongly depends on the proposer’s offer: Whereas offers of 40% or more are hardly ever rejected, offers of less than 10% are almost always rejected. Average rejection rates amount to 15-20% (Camerer, 2003; Cooper & Dutcher, 2011). However, proposer and responder behaviors may certainly vary as a function of different factors. For example, proposers typically make smaller relative offers with larger endowment sizes (Oosterbeek et al., 2004) and when they “earned” their role as a proposer (Bearden, 2001). Responders, in turn, are more likely to accept when the direct-response (rather than the strategy method) is used (Oosterbeek et al., 2004) and the higher their level of dispositional forgivingness (Thielmann et al., 2020; Zhao & Smillie, 2015). This latter finding is in line with the idea that the situation responders face in the Ultimatum Game specifically affords the expression of conditional concern for others due to providing a possibility for reciprocity.

Game variants. The power relation between players denotes a key parameter in the Ultimatum Game that determines the affordances the situation provides. In the standard game, the responder has high power: If the responder rejects the proposer’s offer, both players receive nothing. Suleiman (1996) described this feature in terms of a discounting factor $\delta$ (with $0 \leq \delta \leq 1$) by which payoffs are multiplied in case the responder rejects (i.e., $u_\text{p} = (e - g) \* \delta$ and $u_\text{r} = g \* \delta$) and which equals 0 in the standard game. Increasing $\delta$ decreases the responder’s veto power while increasing the proposer’s distribution power. Thus, from an affordance perspective, increasing $\delta$ increases the proposer’s possibility for exploitation while decreasing the proposer’s dependence on the responder, and it decreases a temporal conflict for both proposer and responder given that the players’ final outcomes increasingly depend on the responder’s reaction; in the extreme ($\delta = 1$), the game constitutes a Dictator Game in which there is a clear possibility for exploitation on the part of the dictator but no dependence under uncertainty or temporal conflict (and also no possibility for reciprocity on the part of the responder). Varying $\delta$ thus changes the affordances in a systematic way, thereby, for example, allowing to investigate the

11 A proposer assuming that the responder is not selfish – thus being willing to reject offers of $g > 1$ – might also give $g > 1$ out of a greed motive. However, for the sake of simplicity, we assume that players expect to interact with selfish others.
effects of altering the possibility for exploitation (through shifts in power asymmetry) on prosocial behavior of proposers and of altering the possibility for reciprocity on effective versus ineffective rejection decisions of responders.

A similar approach is implemented in game variants modifying the consequences of responders’ rejections. In the Impunity Game (Bolton & Zwick, 1995), rejecting only obliterates the responder’s outcome. Thus, the proposer does not need to fear rejection because the proposer’s outcome no longer depends on the responder’s behavior, rendering the possibility for exploitation relatively strong while dispensing with the affordances of temporal conflict and dependence under uncertainty. Conversely, in the Spite Game (Güth & Huck, 1997), rejecting exclusively obliterates the proposer’s outcome, thus rendering the possibility for exploitation relatively weak and no longer affording a greed motive on the responder’s part, while emphasizing the temporal conflict and dependence affordances on the proposer’s part. Other variants of the standard game are the Three-Person Ultimatum Game (Güth & van Damme, 1998), the Rubinstein Bargaining Game (Rubinstein, 1982), and the Power-to-Take Game (Bosman & van Winden, 2002). Whereas the Three-Person Ultimatum Game and the Power-to-Take Game involve the exact same sub-affordances as the standard game (although the affordances may be more or less salient), the Rubinstein Bargaining Game provides different affordances, with both players essentially encountering the same situation involving all four affordances focused on here (see Table 2 and the OSF supplement for details; see also Güth & Kocher, 2014, for further variants).

**Trust Game**

**Game structure.** The Trust Game or Investment Game (Berg et al., 1995; for similar games, see also Camerer & Weigelt, 1988; Kreps, 1990) is a sequential game with two players in asymmetric roles, called trustor (or investor; I) and trustee (T). Initially, trustor and trustee are endowed with \( e_I \) and \( e_T \) tokens, respectively (typically \( e_I = e_T \)). The trustor first decides how many tokens \( g \) (with \( 0 \leq g \leq e_I \)) to transfer to the trustee. The transfer is multiplied by a constant \( m \) (with \( m > 1 \); typically, \( m = 3 \)) and added to the trustee’s endowment. The trustor can then decide how many tokens \( r \) (with \( 0 \leq r \leq m^*g \)) of the inflated amount to return to the trustor. The trustor’s payoff thus equals \( u_I = e_I - g + r \) whereas the trustor’s payoff equals \( u_T = e_T + m^*g - r \). As sketched in Section I.1 for the binary variant of the game, the game-theoretic analysis implies that the trustor should send nothing to the trustor (\( g = 0 \)) due to anticipating that the trustee has no incentive to return anything in a one-shot game. Thus, the unique subgame-perfect equilibrium is a zero transfer by the trustor and, for any given amount the trustor transfers, a zero return by the trustee.

From an affordance-based perspective, the situation the trustor faces in the Trust Game is primarily characterized by dependence under uncertainty and – albeit to a lesser extent – a possibility for exploitation, thus allowing the expression of beliefs about others’ prosociality and unconditional concern for others (through the motives of altruism and/or social welfare concerns, since the transferred amount is multiplied by \( m > 1 \)). Moreover, giving may also be an expression of low unconditional concern for others as motivated by greed, conditional on the belief that the trustee will return more than the trustor has sent (i.e., \( r > g \)). Of note, as long as both players are initially endowed with the same amount (as is the case in the classic version of the game), the motive of fairness will not be afforded since equality in outcomes is established by default. The situation the trustee faces involves possibilities for exploitation and reciprocity and sub-affordances for the motives of altruism and fairness versus greed, competitiveness, and spite. In general, the trustor in the Trust Game faces a highly similar situation as the dictator in the Dictator Game, with the critical difference that the amount at stake is determined by the trustor’s initial behavior – thus additionally involving a possibility for reciprocity on the trustee’s part (Table 2).

**Real-life examples.** The Trust Game incorporates a simplified model of various interactions in which one individual is unilaterally dependent on – and thus vulnerable to – another individual (Thielmann & Hilbig, 2015). Examples are transactions via an online purchase system such as eBay or hiring a babysitter to take care of one’s child. Certainly, the Trust Game "excludes a number of aspects that would characterize transactions in real-life such as communication, word-of-mouth, face-to-face interaction, handshakes, promises and such. But that is the beauty of this game. It tries to measure trust in a purely abstract way" (Chaudhuri, 2009, p. 88). Also, elements such as communication, acquaintanceship, and repeated interaction can easily be implemented to more closely approximate corresponding real-life situations (see, e.g., Anderhub et al., 2002; Bicchieri et al., 2011; Ho, 2012).

**Typical findings.** Trustors typically send half of their endowment to trustees who, in response, return roughly a third (i.e., 37%) of the tripled transfer (Johnson & Mislin, 2011; see also Camerer, 2003). However, there is substantial variation in trustor and trustee behavior across studies and samples. The amount sent by trustors, for example, typically increases with more optimistic beliefs in the trustor’s trustworthiness as well as with individuals’ general willingness to take risks (although results for the latter are mixed; Thielmann & Hilbig, 2015). This is also apparent in the association of personality traits with trustor behavior, showing positive relations with trust propensity and risk-taking, as well as with dispositional tendencies associated with unconditional concern for others (Thielmann et al., 2020). In turn, the amount returned by trustees (i.e., the relative share of the received amount \( m^*g \)) typically increases with higher shares sent by the trustor and decreases with a higher multiplier \( m \) (Johnson & Mislin, 2011). Additionally, the strongest links of personality with trustee behavior are found for dispositional tendencies related to unconditional and conditional concern for others’ welfare (Thielmann et al., 2020), supporting the notion that these person aspects are particularly afforded in the situation the trustor faces in this game.

**Game variants.** The Moonlighting Game (Abbink et al., 2000) adds one option to both the trustor’s and the trustee’s strategy vector and thereby changes the affordances in the game for both players. Specifically, the trustor can also take tokens from the trustee and the trustee can also invest tokens to reduce the trustor’s outcome. The Moonlighting
Game thus provides the trustor with a greater possibility for exploitation than the Trust Game, and it additionally involves a temporal conflict given that the trustor needs to consider the potential negative consequences of taking something from the trustee. Taking, in turn, may be an expression of (low) unconditional concern for others through the motives of greed, competitiveness, and/or spite. For the trustee, the Moonlighting Game provides a strong possibility for reciprocity, both in positive terms (trustworthiness) and in negative terms (punishment), in addition to a possibility for exploitation (Table 2). By contrast, the Distress Game (Bohnet & Meier, 2005) arguably involves the exact same (sub-)affordances as the Trust Game, although “full trust” is defined as the default option. Thus, the Distress Game measures a trustor’s willingness to actively distrust the trustee by reducing one’s transfer. Compared to the Trust Game, transfers in the Distress Game have been shown to be higher (Bohnet & Meier, 2005), suggesting that changing the default option affects trustors’ perception of the situation.

II.2 Social dilemmas

In essence, “social dilemmas are everywhere” (Weber et al., 2004, p. 281). They refer to “situations in which a non-cooperative course of action is (at times) tempting for each individual in that it yields superior (often short-term) outcomes for self, and if all pursue this non-cooperative course of action, all are (in the longer-term) worse off than if all had cooperated” (Van Lange et al., 2013, p. 126). As such, a key characteristic of social dilemmas is that players are collectively worse off if all behave in a selfish manner than if all behave in a prosocial manner. However, each individual is best off if they behave in a selfish manner while all others behave in a prosocial manner. In what follows, we introduce some of the most common social dilemmas at the interindividual, intragroup, and intergroup level of interaction: the Prisoner’s Dilemma, the Public Goods Game, and the Intergroup Prisoner’s Dilemma (as well as variants thereof).

**Prisoner’s Dilemma**

*Game structure.* The Prisoner’s Dilemma is a simultaneous game modeling an interpersonal (two-person) social dilemma (Figure 1A). Each of two players can independently choose between cooperation (C) and defection (D). The players’ payoffs are determined by the combination of choices (own choice, other’s choice) as follows: reward R for mutual cooperation (C, C), punishment P for mutual defection (D, D), temptation T for unilateral defection (D, C), and sucker S for unilateral cooperation (C, D). By definition, T > R > P > S. Thus, since T > R and P > S, defection strictly dominates cooperation: It maximizes each player’s payoff irrespective of the other player’s strategy. Accordingly, mutual defection constitutes the equilibrium in dominant strategies and thus the unique Nash equilibrium (see Section I.1). However, given that R > P and, typically, R > \( \frac{T+S}{2} \) (e.g., Kollock, 1998), mutual cooperation maximizes social welfare.

Since each individual can obtain their maximum (absolute and relative) outcome through unilateral defection, low unconditional concern for others may be expressed in defection through the motives of greed and/or competitiveness. Also, defection incurs the minimum outcome for the other player (if the other player cooperates) and it may thus also be motivated by spite. Cooperation, in turn, may indicate high unconditional concern for others, expressed through the motives of altruism and/or social welfare concerns (since cooperation maximizes players’ joint outcomes). A fairness motive, by contrast, may not be afforded in the Prisoner’s Dilemma – at least if the game is symmetric – since both mutual cooperation and mutual defection lead to equal outcomes for both players. In addition to a possibility for exploitation, the game involves dependence under uncertainty, thus affording beliefs about others’ prosociality to guide behavior (Table 2).

A key characteristic of the Prisoner’s Dilemma is the relation between players’ potential outcomes, which ultimately determines the affordances in the game by affecting how tempting exploitation is and/or how strongly a player’s outcome depends on the other’s choice. This relation between players’ outcomes can be expressed via different indices. Most prominently, the index \( K = \frac{(R-P)}{(T-P)} \) (Anatol Rapoport & Chammah, 1965; Vlaev & Chater, 2006) describes the extent of conflict between cooperation and defection. Specifically, it incorporates the idea that the willingness to cooperate should increase the higher the outcomes associated with cooperation (i.e., R and S) and the lower the outcomes associated with defection (i.e., T and P). As such, K also measures the degree to which exploitation is possible, with higher values indicating a lower possibility to exploit. In our example from above (Figure 1A), \( K = 0.33 \), thus indicating a relatively high temptation to defect. Overall, indices like the K index are well suited to describe properties of the game matrix and, thus, of the affordances present. Experimental research can, in turn, use these indices to manipulate the situation (and affordances) at hand by changing the relation of outcomes and to thereby investigate corresponding behavioral expressions while allowing inferences on the psychological processes at play (e.g., Schopler et al., 2001; Van Lange & Visser, 1999; Zettler et al., 2013).

**Real-life examples.** In general, the Prisoner’s Dilemma is a paramount example for measuring "the essence of cooperation [...] that two (or more) individuals assist each other to reach the same end" (Hinde & Groebel, 1991, p. 4). For instance, consider the decision to use performance-enhancing drugs in elite sports. Given that drugs should have a similar impact on each athlete, it is to all athletes’ collective advantage not to take the drugs (cooperation) and to thereby maintain a fair competition while avoiding negative side effects (R outcome). However, if any one athlete takes drugs unilaterally (defection), the athlete will have an advantage over other athletes not taking the drugs because the increase in the athlete’s chances of winning arguably outweighs the negative side effects of the drugs (T outcome). In turn, all athletes may eventually end up taking drugs, which gives none of them an advantage but all will suffer the negative side effects (P outcome).

**Typical findings.** Meta-analytic evidence suggests that
about half of players (47%) cooperate in the Prisoner's Dilemma whereas the other half defects (Sally, 1995). However, there is substantial heterogeneity in cooperation rates, ranging from 5% up to 97% across studies. For example, players become more cooperative with a lower temptation to defect (as, e.g., indicated by a higher $K$ index) and when they can communicate with each other (Balliet, 2010; Sally, 1995). Whereas the former can be interpreted in terms of a lower possibility for exploitation when the temptation to defect decreases, the latter can be interpreted in terms of a lower (dependence under) uncertainty when communication is implemented. Moreover, dispositional tendencies featuring unconditional concern for others, such as Social Value Orientation and Honesty-Humility, and beliefs about others' prosociality positively relate to cooperation in the Prisoner's Dilemma (Balliet et al., 2009; Pletzer et al., 2018; Thielmann et al., 2020; Zhao & Smillie, 2015), again supporting that the expression of these psychological processes is afforded. In general, this evidence is once more at odds with the prediction that individuals are simply interested in maximizing their individual outcomes, demonstrating the existence of other-regarding preferences.

Game variants. A key characteristic of the Prisoner's Dilemma is the rank order of outcomes resulting from the combination of players' choices (i.e., $T > R > P > S$). Changing this order results in 78 different games (excluding games with ties between payoffs), 12 of which yield symmetric outcome matrices (Anatol Rapoport & Guyer, 1966; for a broader overview, see Kelley & Thibaut, 1978). Comparing behavior across different of these structurally similar games providing different (sub-)affordances – including coordination games, such as the Stag Hunt (Skyrms, 2001) and the Chicken Game (Anatol Rapoport & Chammah, 1966) – can provide unique insights into the psychological processes (including social motives) driving behavior in any one situation (for an empirical example, see, e.g., Hilbig et al., 2018). The Prisoner's Dilemma–R (Insko et al., 1992), in turn, adds a third option to the strategy set that particularly affords the expression of competitiveness and spite motives by allowing players to decrease the other's outcome in absolute and relative terms. The Prisoner's Dilemma–Alt (Insko et al., 1990; Schopler & Insko, 1992) adds a third "withdrawal" option, which allows players to choose the affordances in the situation by selecting whether they want to be dependent on the other or not. A similar idea is implemented in the Prisoner's Dilemma with variable dependence (Yamagishi et al., 2005) in which the level of dependence on the other player can vary continuously based on the player's choice (Table 2; see also the online supplement for details).

**Public Goods Game**

Game structure. The Public Goods Game (Samuelson, 1954) is a symmetric, simultaneous game modeling an intragroup social dilemma of $N \geq 2$ players. Each player is endowed with $e$ tokens and decides in private how many tokens $g$ (with $0 \leq g \leq e$) to contribute to a group account (i.e., a public good). The Public Goods Game thus implements a voluntary contribution mechanism; it is therefore often referred to as the Give-Some Dilemma (Dawes, 1980). Tokens contributed to the group account are multiplied by a constant $m$ (with $1 < m < N$) and then equally distributed across all group members, irrespective of each player's contribution. A critical aspect of the game is thus the individual benefit associated with each token contributed, that is, the ratio of the multiplier $m$ to the group size $N$. This factor called marginal per capita return (MPCR; Isaac et al., 1984) describes the personal costs of contributing to the group account and thus how tempting exploitation is. Formally speaking, player $i$ receives $u_i = e - g_i + \frac{m}{N} \sum_{j=1}^{N} g_j$. The dominant strategy for a selfish player thus is to contribute nothing, and the unique Nash equilibrium is zero contributions by all players (i.e., $g_i = 0$ for every player $i$). However, given that contributions are multiplied by $m > 1$, increasing one's contribution increases social welfare, and full contribution $g_i = e$ by all players maximizes social welfare. From an affordance perspective, the Public Goods Game bears high resemblance to the Prisoner's Dilemma; in fact, the Prisoner's Dilemma is identical to a two-player Public Goods Game with binary strategy set. Thus, the game involves a possibility for exploitation (and sub-affordances for the motives of altruism and social welfare concerns vs. greed, competitiveness, and spite) as well as dependence under uncertainty (Table 2).

Real-life examples. The structure of the Public Goods Game mirrors various everyday situations in which consumption of a public resource is non-rival and non-excludable (see e.g., Kollock, 1998). Non-rival means that the consumption of the good by one individual does not reduce the amount of the good available to other individuals. Non-excludable means that no one can be excluded from consuming the good once it is provided. In other words, even those who contribute nothing will benefit from the good, an issue leading to the free-rider problem. Take, for example, the decision to pay taxes. Taxes are used to provide or support various public goods such as clean air, public parks, street lighting, or national security. However, irrespective of whether an individual pays their taxes, all citizens have equal access to these goods and their utility from the good is the same if others consume them, too.

Typical findings. Average contributions in the Public Goods Game amount to roughly 40% of players' endowment (Zelmer, 2003). However, several factors influence contributions. For example, increasing the MPCR – and thus decreasing the personal costs of contributions and the temptation to defect – typically increases contributions, as does the opportunity to communicate with group members (Balliet, 2010; Ledyard, 1995; Zelmer, 2003). This mirrors findings from the Prisoner's Dilemma and is also fully compatible with the idea that the possibility for exploitation and dependence under uncertainty are relevant affordances in the Public Goods Game that affect players' behavior. Likewise, the implementation of potential sanctioning mechanisms has been found to increase contributions (Balliet et al., 2011; Balliet & Van Lange, 2013a), again showing that decreasing the possibility for exploitation may influence behavior. Finally, there is once more consistent evidence for individual differences in contributions that can be accounted for by personality traits related to unconditional concern for others and beliefs about others' prosociality (Balliet et al., 2009; Balliet & Van Lange, 2013b; Pletzer et al., 2018; Thielmann et al., 2020; Zhao & Smillie, 2015),
supporting the relevance of corresponding affordances and related psychological processes for behavior.

**Game variants.** A common variant of the standard (linear) Public Goods Game is the *Step-level Public Goods Game* (van de Kragt et al., 1983) in which the inflated group account is only distributed across group members if the sum of contributions reaches a certain *contribution threshold*. Thus, in terms of affordances involved, dependence under uncertainty is emphasized because contributions will only benefit others (including oneself) if others contribute, too, and there is also a temporal conflict involved given that contributing may ultimately result in a higher outcome than not contributing (because one’s own contribution may be decisive to reach the threshold). In the *Commons Dilemma* (Hardin, 1968), in turn, players no longer decide how much to give to a common resource, but rather how much to take from an existing common resource. As such, the (sub-)affordances involved in a one-shot game are still the same as in the Public Goods Game, although the situation may be perceived differently due to the different framing (i.e., give vs. take). However, since the game is usually played repeatedly – in which case players should avoid to overconsume, that is, deplete the common resource –, the Commons Dilemma also often involves a temporal conflict between short-term interests (i.e., maximize one’s immediate outcome) and long-term interests (i.e., maximize one’s outcome in the long run by protecting the common resource from being depleted). Finally, the *Volunteer’s Dilemma* (Diekmann, 1985) is an adaptation of the (Step-level) Public Goods Game which models situations of helping and volunteering and thus particularly affords altruism and social welfare concerns (vis-à-vis greed) as motives for (unconditional) prosocial behavior (see Table 2 and the OSF online supplement for details).

**Intergroup Prisoner’s Dilemma**

**Game structure.** The Intergroup Prisoner’s Dilemma (Bornstein, 1992) is an intergroup social dilemma involving \( N \) players (with \( N > 4 \)) who are assigned to one of two groups. Typically, groups are equal in size, that is, each group has \( n = \frac{N}{2} \) players, with \( I = \{1, \ldots, n\} \) denoting the set of players in the in-group and \( O = \{n + 1, \ldots, N\} \) denoting the set of players in the out-group. As in the Public Goods Game, each player is endowed with \( e \) tokens and decides in private how many tokens \( g_B \) (with \( 0 \leq g_B \leq e \)) to contribute to a group account (called between-group pool \( B \)). Contributions are multiplied by a constant \( m \) (with \( 1 < m < n \)) and equally distributed among all in-group players. Importantly, contributions to the between-group pool also have a negative externality on out-group players. Specifically, each token contributed reduces each out-group player’s payoff by the amount \( \frac{m}{n} \). The individual payoff for each player \( i \) thus equals \( u_i = e - g_B + \frac{m}{n} \sum_{j=1}^n g_{Bj} - \frac{m}{n} \sum_{k=n+1}^N g_{Bk} \).

This implies that each player has a dominant strategy to contribute nothing (given that \( m < n \)), and zero contributions by all players thus constitutes the unique Nash equilibrium. However, contributions increase the in-group’s joint payoff in absolute terms and relative to the out-group, with full contributions by all in-group players maximizing in-group social welfare. For the out-group, by contrast, contributions decrease social welfare because they reduce out-group players’ payoffs. Maximum social welfare of all players is therefore achieved if everyone refrains from contributing. Thus, the Intergroup Prisoner’s Dilemma not only models a conflict between self-interest and collective interest at the *intragroup* level (as, e.g., the Public Goods Game) but also a conflict between in-group and collective (including out-group) interest at the *intergroup* level. Accordingly, the psychological processes – including social motives – afforded in the Intergroup Prisoner’s Dilemma and related intergroup games may apply to all these different levels. In our motivational analysis, we therefore differentiate between social motives afforded at the collective, in-group, and out-group level (see Table 2).

As follows from the structure of the Intergroup Prisoner’s Dilemma, the game involves a possibility for exploitation, affording unconditional concern for both in-group and out-group members’ welfare to guide behavior. Specifically, contributions to the group account might be motivated by a willingness to benefit the in-group (sometimes referred to as *in-group love*) or by a willingness to competitively outperform or spitefully harm the out-group (sometimes referred to as *out-group hate*). Zero contributions, in turn, may either result from low concern for others in general (and the cognitive dissonance stemming from being devalued), or from high concern for others in general (and the motive of collective welfare concerns). Moreover, the game involves dependence under uncertainty, affording beliefs about in- and out-group members’ prosociality to guide behavior.

**Real-life examples.** Historical wars constitute a real-life example of the situation modelled in the Intergroup Prisoner’s Dilemma. The party mobilizing more members to contribute to the conflict by becoming a fighting soldier is more likely to win. Outcomes (e.g., losses/gains of territory) are largely shared collectively among in-group members, irrespective of each member’s individual contribution. Thus, a selfish individual should not contribute because individual contributions are costly (e.g., Risk of injury or even death).

Typical findings. Contributions in the Intergroup Prisoner’s Dilemma typically amount to 30-60% of a player’s endowment (e.g., Halevy et al., 2008; Weisel & Böhm, 2015). Thus, contributions are larger than in structurally equivalent Public Goods Games (Bornstein & Ben-Yossef, 1994). This implies that embedding an intragroup conflict within an intergroup conflict reduces selfishness (and the free-rider problem) within the group, albeit at the cost of collective welfare. Moreover, there is initial evidence suggesting that the relation between traits featuring unconditional concern for others do not account for contributions in the Intergroup Prisoner’s Dilemma (Thielmann & Böhm, 2016) – unlike in comparable intragroup games. Taken together, these findings suggest that the differences in affordances introduced by the negative externality contributions have on the out-group particularly affect the possibility for exploitation.

**Game variants.** The Intergroup Prisoner’s Dilemma is the most prominent example of so-called *team games* modeling intergroup conflicts (for an overview, see Bornstein, 2005). However, any two-person game can, in principle, be transformed into a team game. In team games, intergroup conflict is modelled via a step-level function: Players of the group with the higher sum of contributions receive a reward \( r \); in
case of equal group-level contributions, all players receive a (split) reward $s$. The ordinal relation of endowment $e$, reward $r$, and split reward $s$ determines the game’s conflict structure. For instance, in the Intergroup Public Goods Game (Amnon Rapoport & Bornstein, 1987), $r > (s + e)$ and $s > e$. Thus, group competition is more salient than in the Intergroup Prisoner’s Dilemma and contributions may indeed be motivated by greed if one’s own contribution is (perceived to be) decisive to outperform the out-group. The Intergroup Prisoner’s Dilemma—Maximizing Difference (Haley et al., 2008), the Positive Intergroup Prisoner’s Dilemma—Maximizing Difference (Weisel & Böhm, 2015), and the Intergroup Parochial and Universal Cooperation Game (Aaldering & Böhm, 2020), in turn, have directly been derived from the Intergroup Prisoner’s Dilemma to overcome the confound of in-group love and out-group hate underlying contributions in the latter. These games thus allow for a more fine-grained analysis of the determinants of intergroup conflict (Böhm et al., 2020) by providing different sub-affordances for the expression of certain social motives than the standard game (see Table 2 and the online supplement for details). For example, in the Intergroup Prisoner’s Dilemma—Maximizing Difference, players can decide between keeping their endowment, contributing it to a within-group pool that exclusively benefits the in-group, or contributing it to a between-group pool that benefits both in-group and out-group members to the same degree. Thus, the game particularly affords the expression of collective prosocial motives (i.e., altruism, social welfare concerns) in contributions to the between-group pool versus in-group prosocial motives (i.e., altruism, social welfare concerns) in contributions to the within-group pool. In any case, combining different intergroup conflict games may allow drawing conclusions on the psychological processes involved in behavior (for empirical examples, see Aaldering & Böhm, 2020; Thielmann & Böhm, 2016).

II.3 Concluding remarks

The literature comprises a vast number of economic games, all of which aim at eliciting specific behaviors in well-defined situations of interdependence. Here, we have outlined how these games differ in terms of their game structure and, thus, affordances provided. Such knowledge can help in various ways. First, knowing the affordances involved in a game allows deriving predictions about which psychological processes (including social motives) may become expressed in—and thus drive—behavior. Second, knowing which structural aspects of a situation are linked to the presence (vs. absence) of an affordance (see Table 1) allows tailored manipulation of the affordances at hand, thereby affecting which psychological processes may eventually become relevant for behavior. Third, knowing the affordances present in a game may allow drawing conclusions on players’ subjective representation of the games. Specifically, if two games produce different behaviors even though providing the exact same (sub-)affordances, this suggests that the situations may be perceived in different ways (Columbus et al., 2019, 2020; Gerpott et al., 2018; Haley et al., 2012; Haley & Chou, 2014), thus triggering different psychological processes to affect behavior. Indeed, behaviors across different games—even those involving the same (objective) affordances—show far from perfect inter-correlations (Blanco et al., 2011; Galizzi & Navarro-Martinez, 2018; Haesevoets et al., 2015; McAuliffe et al., 2019; Peysakhovich et al., 2014; Yamagishi et al., 2012), suggesting that the subjective representation of a game (and corresponding affordances) may differ from the objective game structure. Future research is needed to systematically investigate how individuals’ subjective perceptions of games affect the (perceived) affordances, and how these perceptions ultimately translate to behavior (Gerpott et al., in press).

Closely related, the affordance-based framework used here provides a theoretical basis for the combination of games (or variants thereof), so as to isolate certain psychological processes (including social motives) as drivers of behavior. As detailed above, different psychological processes often lead to the same behavior in a game. Thus, from observing a player’s behavior in a single game, it is rarely possible to pinpoint any one particular underlying process. However, a specific elegance of games is that they can be combined to isolate certain processes and social motives (e.g., Haesevoets et al., 2018; Hilbig et al., 2018). For example, in the Prisoner’s Dilemma, defection may either be an expression of unconditional concern for others or of negative beliefs about others’ prosociality. To distinguish between these psychological processes, one may combine the Prisoner’s Dilemma with the Prisoner’s Dilemma-Alt, in which negative beliefs can no longer drive defection. By implication, a player who defects in the Prisoner’s Dilemma but chooses the withdraw option in the Prisoner’s Dilemma-Alt likely defected in the former based on negative beliefs but not based on motives linked to unconditional concern for others. Likewise, one may combine the Ultimatum Game (as proposer) with the Dictator Game (and even add an intermediary game with $\delta = 0.5$, for example) to specifically isolate the social motive of greed. That is, a player who keeps everything in the Dictator Game but who increases their transfer with decreases in $\delta$ (and thus power) is arguably motivated by greed rather than by prosocial motives such as altruism or fairness (see, e.g., Barends et al., 2019; Hilbig & Zettler, 2009, for empirical examples).

Moreover, besides combining different games or variants thereof, there are different experimental manipulations available that can serve the purpose to delineate the psychological processes and social motives involved in behavior. For instance, adding random noise to players’ choices in a "trembling hand" fashion (Selten, 1975) can provide information about individuals’ (un)conditional concern for others in situations in which another’s choices cannot be deterministically attributed to their intentions due to potential random "mistakes" (for empirical examples, see e.g., Cushman et al., 2009; Klapwijk & Van Lange, 2009). Likewise, implementing information asymmetry between players—in the sense that some players have information that others do not have—allows studying prosocial behavior in situations where defection may be undetectable by interaction partners, thus increasing the possibility for exploitation. For instance, if the proposer’s endowment size in the Ultimatum Game is private knowledge to the proposer, it is difficult (if not impossible) for responders to evalu-
ate whether the proposer’s offer is fair, and proposers may therefore be more prone to exploit the other (Croson, 1996). Overall, combining different games and/or game variants, or using tailored experimental manipulations of certain aspects in the game, will often provide more fine-grained insights into the psychological processes underlying players’ choices and thereby help illuminate the “black box” determining observable behavior. In other words, games can be adapted in very flexible ways to test and advance theory about human prosociality, and we encourage researchers to make use of this flexibility in their own work.

III. Conclusion

Economic games offer a theory-driven apparatus to study the many aspects of prosocial behavior. A key advantage of games is that they model various interpersonal interactions in a precise and parsimonious way while allowing for measuring actual, consequential behavior in controlled settings. As such, “games not only capture people’s strategies, they also reflect their choices in social interactions in similar social contexts” (Murnighan & Wang, 2016, p. 89). Of note, although games (necessarily) provide an oversimplified model of social situations, they allow for specific adaptation to more closely mirror real-life interactions, for example by having players earn their endowment through exerting effort or by having them interact with acquainted others. Also, research has successfully transferred games to the field to study prosocial behaviors in more naturalistic settings (see Gneezy & Imas, 2017, for a review) – although some evidence has questioned this transferability (Galizzi & Navarro-Martinez, 2018). Likewise, games can be adapted to allow studying prosocial behavior in different populations, including children (e.g., Böhm & Buttelmann, 2017; Buttelmann & Böhm, 2014; Fehr et al., 2008; Grueneisen & Tomasello, 2019; Jordan et al., 2014). Overall, this shows the flexibility of games to study prosocial behavior across various settings. Moreover, the present work sought to provide a theoretical framework for the study of prosocial behavior using games. Specifically, we proposed that viewing games through the lens of situational affordances can foster theory-based reliance on the flexibility provided by games, thereby ultimately allowing refined insights into the psychological processes involved in prosocial behavior.

Taken together, economic games have become a standard method for studying prosocial behavior across disciplines for good reason. With the current work, we aimed to provide a theory-based introduction to and summary of economic games for researchers, including the basic knowledge needed to select games that are tailored to test specific hypotheses. We thereby hope to encourage optimal use of games in future research in diverse social and behavioral sciences that will fully exploit the power of games to tackle innovative research questions and to thereby enhance our understanding of human prosociality further.
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