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Recent issues around reproducibility, best practices, and cultural bias impact naturalistic observational approaches as much as experimental approaches, but there has been less focus on this area. Here, we present a new approach that leverages cross-laboratory collaborative, interdisciplinary efforts to examine important psychological questions. We illustrate this approach with a particular project that examines similarities and differences in children's early experiences with language. This project develops a comprehensive start-to-finish analysis pipeline by developing a flexible and systematic annotation system, and implementing this system across a sampling from a "metacorpus" of audiorecordings of diverse language communities. This resource is publicly available for use, sensitive to cultural differences, and flexible to address a variety of research questions. It is also uniquely suited for use in the development of tools for automated analysis.

Introduction

The last 5-10 years have seen a massive rethinking of what it means to conduct research in psychology. Questions about the reproducibility of scientific findings (e.g. Klein et al., 2014), concerns about inherent cultural bias and the generalizability of our knowledge (e.g. Henrich et al., 2010), and the emergence of "Big Data" have created a perfect storm of change that continues to play out in different ways across sub-disciplines. While much attention has focused recently on experimental approaches (e.g. ManyLabs, Klein et al., 2014; ManyBabies Consortium et al., 2020), approaches that rely on naturalistic observations are equally impacted. Here we present an innovative, collaborative approach that leverages new technologies, naturalistic corpora and a conceptual coding system sensitive to sociocultural and linguistic diversity to begin to address basic questions about similarities and differences in human experience. Throughout the process, our focus was building a start-to-finish analysis pipeline for processing naturalistic audiorecordings of infants' everyday experiences, beginning from raw recorded observations, through the development of sampling and annotation approaches that would maximize the usefulness and comparability of our output beyond our specific project. We describe our project here with two goals: First, our novel annotation system and datasets will be of interest to other child language researchers, and potentially researchers from other fields. Second, we hope to inspire other researchers to apply our collaborative and interdisciplinary approach (as opposed to current mainstream siloed approaches) to other research questions. In the following sections, we first describe the theoretical challenges that precipitated our project. We then describe the emerging methodologies using longform audiorecordings that have the potential to help resolve these theoretical concerns but also engender their own challenges. We then describe the goals of our project and details of the two major components of our pipeline (the annotation system and the implementation of the system on a "MetaCorpus" of audiorecordings), which discussing challenges we faced and their resolution. Finally, we briefly reflect on insights gained from our experiences in the hopes of encouraging others to follow similar approaches.

The project described below coalesced around two fundamental challenges facing the community of researchers studying infants’ and toddlers’ language experiences. The first is one well-known to the broader psychological research community: research is heavily skewed toward certain specific populations that are not representative of the world as a whole, nor for that matter of human history (Henrich et al., 2010). Moreover, typical research approaches and theoretical constructs are shaped by a narrow perspective about what is considered important in the mainstream culture (Bennis & Medin, 2010). This bias cre-
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ates a narrow view of "typical" infant experience that problematically limits our understanding of the human condition. In language and language development research, this bias is compounded by basing assumptions for cross-cultural comparisons on one particular language: English (Majid & Levinson, 2010). This leads to conclusions driven by the unique properties of a single language and culture which are not representative of the diversity of human experience.

The second challenge has been a fundamental change in the basic building blocks of research in the sub-discipline of child language research. Until recently, methods and materials focused on painstaking hand-analysis of relatively short recordings of one-on-one interactions between caregiver and child. New technologies have emerged that allow researchers to record entire days of children's typical lived experiences, and to estimate basic measures of the child's auditory language experience, such as the number of words spoken by adults throughout the day (LENA: Greenwood et al., 2011). This technological innovation has the potential to revolutionize our understanding of early language experience in ways that can help reduce cultural bias. To understand why, we must delve briefly into a debate within the language development community about the nature of early child language experiences.

A key tenet of mainstream child language research is that speech directed specifically at the child (referred to as "child-directed speech", or CDS) holds a privileged role in the acquisition of language. The classical view of CDS holds as follows: Adults speak differently when conversing with infants and young children than when speaking to other adults (e.g. Soderstrom, 2007). The particular linguistic and paralinguistic properties of CDS are beneficial for learning language by drawing attention to the speech signal (e.g. high/variable pitch), communicating affect (particular international structures, "happy talk"), and structuring the linguistic input in a form best-suited for learning (e.g. shorter utterances, simplified vocabulary). There is a large and varied literature supporting this view, and robust evidence that a) CDS exists in a broad spectrum of languages (e.g. Fernald et al., 1989), b) infants prefer CDS to other types of speech (ManyBabies Consortium et al., 2020) and c) the quantity and quality of CDS is correlated with language outcomes (e.g. Rowe, 2012).

This "classical view" is straightforward, logical, and robustly supported by decades of research. However, while the literature presents a broad spectrum of languages where CDS has been documented, the extent to which children hear CDS varies radically across cultures (e.g. Brown & Gaskins, 2014; De León, 2011; Gaskins, 2006; Ochs & Schieffelin, 1984). Importantly, children around the globe successfully learn their language(s) despite this broad variation in CDS, unless they face clinical conditions that include language delays and disorders. However, past work estimating the quantity and properties of CDS children hear from caregivers has rarely taken a systematic cross-cultural/cross-linguistic approach (see, e.g., Broesch & Bryant, 2015; Fernald et al., 1989; Shneidman & Goldin-Meadow, 2012 for exceptions), particularly with respect to non-Western and small-scale traditional communities.

Direct cross-cultural or cross-linguistic comparisons of the process of linguistic development are fraught with issues of interpretability, in large part due to methodological limitations. Until recently, researchers have been constrained in scope to what could be transcribed or annotated by hand. It is at best questionable, however, whether a one-hour recording with just mother and child in the home (a typical research approach) truly represents that child's real world language experiences. Cross-culturally, many infants are reported to seldom experience this one-on-one, single caregiver context (Brown & Gaskins, 2014; De León, 2011; Gaskins, 2006; Ochs & Schieffelin, 1984; Rosenberg et al., 2014; Sperry et al., 2019), and even in North America, a single hour of intensive interaction differs in important ways from a child's full day experience (Bergelson, Amatuni, et al., 2019).

The introduction of daylong audio recordings (VanDam et al., 2016) as a methodological approach allows the researcher a much wider window into the child's experience, which can be highly variable over the course of a day (Anderson & Fausey, 2019). The LENA system (Greenwood et al., 2011) is a pioneer in this area, providing lightweight, durable hardware and a software package that calculates estimates of basic measures of the child's auditory language experience, such as the number of words spoken by adults throughout the day and child vocal assessment applied relatively quickly over multi-hour recordings. However, there remain hard limits that must be resolved before the promise of daylong recordings can be realized, particularly in cross-cultural work. For example, LENA does not differentiate child-directed from adult-directed speech, and may show variable performance across languages (Canault et al., 2016; Cristia, Bulgarelli, et al., 2020; Gikerson et al., 2015; though see Cristia, Lavechin, et al., 2020), having been developed only on North American English. This leads not only to concerns about accuracy, but also to the possibility of introducing systematic bias in a comparative analysis. Moreover, LENA is proprietary software that to the best of our knowledge is not currently undergoing significant further development to improve its automatic labeling algorithms. A multipurpose speech processing tool, one that is applicable across languages and cultural contexts, must be built. Such a tool cannot emerge de novo, but must be developed via machine learning over a representative set of hand-tagged audio recordings on a scale not typical of individual research.

Automated analysis in itself cannot resolve cultural bias - it will simply reflect the biases built into the system, including biases in the structure of the training data. To conduct a comparative analysis that reduces bias requires not only building new tools, but developing a new framework for analysis (an annotation system, a sampling approach, etc.) that can be applied across a broad spectrum of lived experiences. What was needed was a pipeline for taking long-form audio recordings of children's real everyday language experiences and creating a comprehensive dataset available to answer a variety of questions about those experiences, as well as providing the primary data source to leverage the creation of automated tools that could apply these same questions across a much larger dataset.

ACLEW (Analyzing Child Language Experiences around
the World) was therefore conceived by a group of child language ("datasets") researchers in 2016 who sought to partner with a group of speech technology ("tools") researchers, working collaboratively to address these needs. Working in our favour, the child language research community has a long history of collaborative data-sharing (MacWhinney, 2000; VanDam et al., 2016), that has been adopted more recently in the broader developmental community (Simon et al., 2015). ACLEW itself emerged from a larger grassroots community known as DARCLE (see darcle.org) that had coalesced over the preceding year with the objective of bringing together researchers working with daylong audio recordings to study child language research and reach out to speech technology experts. The project took advantage of a targeted funding opportunity, the TransAtlantic Platform’s Digging Into Data award to reach out to prospective collaborators among "tools" researchers.

Creating a cross-cultural and cross-linguistic dataset requires researchers to share their data ("corpora") across the traditional laboratory silos. Each datasets investigator contributed a set of recordings originally collected in their own laboratory for their own specific research question, to create a larger, cross-linguistic and cross-cultural metacorpus. With this combined dataset in hand, the following objectives were pursued (see Figure 1):

**Goal 1: Build a flexible but systematic annotation system (ACLEW Annotation Scheme)**

Existing transcription systems were designed for short recordings and to examine specific linguistic details within a language, not for comparing language experience in daylong recordings across language communities. It was therefore necessary to create an annotation system that could be applied to a large number of research questions, but that would provide enough standardization to ensure that the individual corpora were being measured similarly despite differences in culture, language and sampling across the corpora.

**Goal 2: Implement sampling across language communities (ACLEW dataset)**

Once the annotation was developed, a representative sample across the corpora was extracted based on a number of desiderata. The annotation system was then implemented on this sample to create the core dataset for analysis. Our hope is that this dataset will be the starting point for future contributions using this framework.

**Goal 3: Provide a well-designed corpus for the development of tools for automated analysis**

While the hand-annotated dataset can be used to directly address questions about the language experiences of infants and young children, an important objective of this project was to support the development of tools to analyze the samples in a more automated fashion. Automated tools allow researchers to gain a wider perspective than can be gained by a hand-sampling approach, but pose a huge technical challenge to develop even with state-of-the-art speech processing technologies.

The objective was not simply to develop procedures and standards for a single self-contained project, but to provide a streamlined, start-to-finish pipeline that can be implemented easily and widely in the same way across many and diverse laboratories. This approach can leverage the many thousands of hours of such audio recordings being collected in laboratories around the world (for example, HomeBank, a repository of daylong child-centered audio recordings, currently contains approximately 12,000 hours of audio data, and this is only a small subset of recording hours potentially available for use) to begin to address questions that require a larger and more diverse dataset than could be obtained via one or a small number of laboratories, using a shared set of measures that can help answer a broad variety of specific research questions. An early attempt at such a collaborative approach (Bergelson, Casillas, et al., 2019), was limited to North American samples and a very barebones classification system, but showed the promise of this collaborative framework. More recently, a much broader-based analysis (Bergelson et al., 2020) leveraged many thousands of hours of LENA recordings from diverse communities to examine the variation in exposure to adult speech and its relationship to the quantity of infant vocalizations.

In the remainder of the paper, we describe the development of the annotation scheme and the ACLEW dataset in detail. Along the way we articulate a number of questions and challenges that arose, with a focus on those that would be of most broad interest. Finally, we summarize the benefits and limitations of this approach, and discuss the implications and insights for other research programs. In addition to introducing the ACLEW dataset and annotation scheme as resources in and of themselves, we hope to inspire other researchers, both within and outside of the child language research community, to join in our larger objectives of building a comprehensive, diverse and detailed collection of source data for the many theoretical questions and needed tool developments that remain.

**The ACLEW Annotation Scheme**

In designing the annotation system, there were a number of complementary and competing objectives. The system needed to be easy and relatively quick to implement across a large number of laboratories on longform audio recordings. A comprehensive set of tutorials were created for all
components of the system (links below), as well as a system for measuring new trainee’s performance against a set of “gold standard” (ideal) practice files. A high degree of structure in the design was critical, both for comparability across laboratories, but also because the annotated files are intended to be machine-readable. In addition, however, it was important that the system be adaptable to a variety of research questions so that other researchers outside of the formal ACLEW collaboration (or even outside the child language research community) could use the system and in some cases share their data with tools developers. Indeed, some laboratories outside of ACLEW have already begun to use versions of this system. It was also important that the system itself minimize cultural bias in the design.

This latter desideratum proved challenging in some ways that were especially informative of our larger research goals, both from the perspective of cross-cultural comparison and in terms of technical considerations. For example, it is common practice in analyses of North American samples to exclude "naptimes", when the infant is sleeping, if the recorder is left on. However, "naptimes" as a construct does not exist universally across cultures. For example, Mayan infants sleep at times of their own choosing (Morelli et al., 1992), and are often carried (Brown, 2014) in a soothing atmosphere during which dozing may occur (De León, 2011; Pye, 1986), making naptime at best hard to identify within a recording, and arguably culturally inappropriate. Moreover, failure to identify and transcribe speech present in the recording while the target child was sleeping would be troublesome for the speech detection algorithms.

Treatment of television within the recordings similarly created difficulties due to systematic variation in its presence across corpora, and the technical limitations of speech processing to distinguish live from recorded speech. Other differences across the corpora that led to challenges in decision-making (but in ways meaningful to our larger research questions) included the number of speakers present at any given time and the locations (e.g. indoors, outdoors) in which activities took place. The project also forced structured examination of key theoretical constructs that often vary across projects, such as defining "child-directed speech", and considering metrics of children’s own productions that would be neutral to cross-linguistic differences (e.g. a given language’s phonetic inventory).

Components of the ACLEW Annotation Scheme

System Overview

The annotation scheme (https://osf.io/aknjv/) is built on a simpler framework known as the DARCLE Annotation Scheme (DAS; Casillas et al., 2017; http://osf.io/4532e), developed by the authors within DARCLE as the ACLEW subgroup was emerging. The DAS provides a minimal framework for dividing the audio stream into labeled and unlabeled segments across a set of speaker tiers using ELAN, a media annotation application (Sloetjes & Wittenburg, 2008). The DAS is distributed as an ELAN template file that can be adapted for individual recordings and research projects. In the ACLEW adaptation of the DAS templates (the ACLEW DAS, or AAS), further template structure is added to annotate more information about the labeled speaker segments in a series of subtiers (Figure 2).

In brief, we first tag who’s speaking when. For the vocalizations of the "target child" (the child whose language environment is under study, who is wearing or close to the recorder), we add further classifications. Depending on the age of the child, we add metrics of vocal maturity that are cross-linguistically applicable (e.g. whether vocalizations contain canonical or non-canonical syllables; see Figure 2). For all speakers other than the target child, the intended addressee is also indicated in a subtier (adult, child, both or unsure). Finally, speech is transcribed using the minCHAT format, used in collections of child language recordings going back to the 1980’s (MacWhinney, 2000).

Tutorials

The AAS is described in detail in a series of self-paced training tutorials (https://osf.io/b2jep), available in both English and Spanish, for Mac and PC, providing template files, details and step-by-step instructions on implementing the various components of the system, and a final process for checking annotation files. Lastly, we have a series of gold standard training and test files in both English and Spanish, against which new trainees are compared. Each Gold Standard file was initially annotated and transcribed separately by two experienced annotators who then created a consensus file. This file was reviewed by two supervisory annotators to create a final consensus Gold Standard file. This was a crucial part of our process to ensure comparability of the annotations of research assistants across lab-

![Figure 2. Example annotations for a few seconds of audio.](https://osf.io/aknjv/)

In this fictional clip, a female adult (FA1) speaks directly to the target child (CH1), a male adult (MA1) begins to speak to the female adult but cuts himself off, and a child is talking and singing, but it is unclear who his addressee is. All CH1 utterances are annotated for vocal maturity (i.e. given canonical babble, check for use of recognizable words; given recognizable words, check for multi-word use). ‘0’ is used as a placeholder for untranscribed utterances. All non-CH1 utterances are annotated for addressee type (C = child-directed speech / T can be used instead to indicate target-child directed speech specifically).
Table 1. Details of the full corpora available in the ACLEW dataset.

<table>
<thead>
<tr>
<th>Language(s)</th>
<th>Ages</th>
<th>Region</th>
<th>Participants</th>
<th>Recordings Hours</th>
<th>Recording Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bergelson American</td>
<td>6–17mo</td>
<td>NE U.S.</td>
<td>44</td>
<td>522</td>
<td>LENA™</td>
</tr>
<tr>
<td>English</td>
<td></td>
<td></td>
<td></td>
<td>&gt;7300</td>
<td></td>
</tr>
<tr>
<td>Casillas-</td>
<td>2–36 mo</td>
<td>Chiapas, Mexico</td>
<td>10</td>
<td>10</td>
<td>Olympus WS-832</td>
</tr>
<tr>
<td>Tseltal (Mayan)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;90</td>
<td></td>
</tr>
<tr>
<td>Casillas-Yéli Yélî</td>
<td>1–36 mo</td>
<td>Milne Bay Province, Papua</td>
<td>10</td>
<td>10</td>
<td>Olympus WS-832 and</td>
</tr>
<tr>
<td>Dnye (Papuan)</td>
<td></td>
<td>New Guinea</td>
<td></td>
<td>&gt;80</td>
<td>Olympus WS-835</td>
</tr>
<tr>
<td>Lang0-5</td>
<td>11–31 mo</td>
<td>Great Britain</td>
<td>39</td>
<td>235</td>
<td>LENA™</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;3500</td>
<td></td>
</tr>
<tr>
<td>McDivitt/</td>
<td>2–34 mo</td>
<td>Winnipeg, Manitoba, Canada</td>
<td>12</td>
<td>43</td>
<td>LENA™</td>
</tr>
<tr>
<td>Winnipeg</td>
<td></td>
<td></td>
<td></td>
<td>&gt;3500</td>
<td></td>
</tr>
<tr>
<td>Canadian English and</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Different digital devices:</td>
</tr>
<tr>
<td>Canadian French</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sony, Panasonic, RCA,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Olympus, LENA™</td>
</tr>
<tr>
<td>Roseberg Argentinian</td>
<td>8–35 mo</td>
<td>Buenos Aires, residential</td>
<td>20</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Spanish</td>
<td></td>
<td>neighbourhoods and marginal</td>
<td></td>
<td>&gt;240</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>slums, Argentina</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Warlaumont American</td>
<td>3–18 mo</td>
<td>Central Valley California, US</td>
<td>15</td>
<td>40</td>
<td>LENA™</td>
</tr>
<tr>
<td>English and Spanish</td>
<td></td>
<td></td>
<td></td>
<td>&gt;490</td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>1–36 mo</td>
<td></td>
<td>150</td>
<td>920</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;12000</td>
<td></td>
</tr>
</tbody>
</table>

Some files (McDivitt, Warlaumont and some Bergelson and Casillas files) are available through the HomeBank datasharing system. The remaining files may be requested directly from the dataset owner.

# Data sharing

One of the biggest challenges to resolve in a project of this type is balancing a commitment to Open Science with legitimate concerns across the corpora regarding issues of participant confidentiality and consent to share. The corpora contain recordings of the intimate details of participants’ daily lives, and potentially unconsented third parties. Essentially by definition (given current and future voice recognition technology, etc.) it is not possible to fully “anonymize” such daylong recordings. In addition, the corpora include at-risk and vulnerable individuals, and communities that could be significantly impacted as a group by negative evaluation or misunderstanding. Furthermore, because the project relied on pre-existing data sources, there was diversity in the type and extent of participant consent for sharing.

During the course of the project, access to the full corpora has been therefore limited to specific members of each laboratory as needed to conduct their research. All researchers with access to the dataset undertook an ethics tutorial, and the Principal Investigator of each laboratory signed a memorandum of understanding regarding data usage and sharing (https://osf.io/ermq8/). While tools were agreed to be fully public as risk to participants is minimal, the raw audio recordings and the annotations, transcriptions, metadata, and derivative data from later stages in the
Table 2. Data sharing ground rules

<table>
<thead>
<tr>
<th>Data type</th>
<th>Access during ACLEW project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw data</td>
<td>Private</td>
</tr>
<tr>
<td>Audio files</td>
<td>Private</td>
</tr>
<tr>
<td>Data codified</td>
<td>Private</td>
</tr>
<tr>
<td>Transcriptions</td>
<td>Private</td>
</tr>
<tr>
<td>Annotations</td>
<td>Private</td>
</tr>
<tr>
<td>Metadata</td>
<td>Individual</td>
</tr>
<tr>
<td>Group level characteristics (e.g. descriptive features, e.g. group level data on gender, education level)</td>
<td>Public</td>
</tr>
<tr>
<td>Derivative data</td>
<td>Fully anonymized data from the audio and/or annotation files that feeds into a publication pipeline</td>
</tr>
<tr>
<td>Anonymized data at the individual level, feeding into a publication pipeline, but that involves a marginalized group and a potential ethical concern is articulated</td>
<td>Restricted</td>
</tr>
</tbody>
</table>

Table 3. Checklist for data-sharing and storage.

<table>
<thead>
<tr>
<th>Considerations</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security</td>
<td>Adequate password protection for confidential/sensitive files.</td>
</tr>
<tr>
<td>Access</td>
<td>Access must be flexible but controlled to accommodate changing research assistants and researchers within a large collaborative framework.</td>
</tr>
<tr>
<td>Version control</td>
<td>Complex workflow requires careful consideration of version control for derived data and annotations.</td>
</tr>
<tr>
<td>Size</td>
<td>Must be able to accommodate very large datasets.</td>
</tr>
<tr>
<td>Fidelity</td>
<td>Storage must be in original format.</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Types of access, etc. must allow for changing needs over the course of the project.</td>
</tr>
</tbody>
</table>

analysis pipeline were kept private to varying extents (as summarized in Table 2).

These rules outlined in the memorandum defined a minimal level of data sharing during the time of the project, depending on the needs of each individual investigator responsible for a dataset; individual investigators could provide less restrictive access at their discretion. It is crucial for projects of this type to carefully consider these concerns from the beginning and outline explicitly the expectations for data sharing. There is a growing set of resources available to help navigate these concerns (e.g. Casillas & Cristia, 2019; Cychosz et al., 2020).

A major practical concern was what software platform was best for enabling effective data sharing. We focus here on how the decision was reached, rather than the platform(s) ultimately used, given the rapid rate at which platforms for sharing data are currently evolving. It was necessary for the system to provide a high level of security for confidential files, but also give flexible and easy access by a relatively large and changing set of researchers and assistants. The dataset includes both static, longform data (i.e. 2 GB individual daylong audio recordings), but also derivative annotation files (manual and algorithm-derived) for which version control is a concern. Easy upload and download in batch form is important, and this was particularly challenging to resolve due to the size of the dataset (about 150 GB of annotated files, and over 1 TB of raw, unannotated audio). Audio recordings exceed the current limit for private storage on GitHub (https://github.com). On other platforms, space saving processes (conversion to mp3 from wav) generated concerns about maintaining original recording quality. It is also necessary to consider changing needs for access both during and after the project. Table 3 provides a summary of the key considerations.

**Sampling and Implementation**

Practicality dictates that only a subset of the files can be annotated by hand (hence the need to develop automated tools). However, the act of selecting subsections inherently narrows the scope of analysis, and introduces potential for bias. Selection occurs at multiple levels: participants within a corpus, recordings from a given participant, and time windows within a recording (time of day and length of selection, whether a context window is provided around the selection, etc.). Decisions at these various levels may be made for practical reasons (e.g. limitations on available work hours, sharing permissions and sensitive content), to equate characteristics across corpora or participants (or longitudinally within a participant’s data), or to ensure diversity across a dataset. In all cases, these decisions will have important consequences for the nature of the conclusions that can be drawn, particularly when comparing across datasets that are heterogeneous in many of the relevant characteristics (length of recordings, number of recordings, longitudinal or cross-sectional data collection, etc.), as was the case for ACLEW.

An initial pilot sample, **starter-ACLEW** (http://doi.org/10.17910/B7.390), was focused on selecting short audio...
clips to pilot and refine the annotation system. Three 5-minute samples were hand-selected from each corpus (except Casillas-Yéli, which was not yet available), with the goal of obtaining clips that were reasonably representative of the recordings within the corpora, but with sufficient quantity and diversity of adult and child vocalizations and diversity of child age.

A first round of annotation was then implemented by selecting up to 10 recordings from each corpus to reflect its maximal spread in child sex, maternal education and child age (0–36 months). A fully random sampling approach was taken in each recording, in which 15 short 2-minute samples within a 5-minute context window were randomly selected by algorithm within each selected file (except for the Casillas files, where 9 5-minute (Tseltal) or 2.5-minute (Yéli) samples were selected, see below). This approach was chosen rather than, for example, repeated sampling at regular intervals due to the diverse nature of the recordings, which varied with respect to recording length and time-of-day.

However, while random sampling minimized the potential impact of some kinds of analytic bias, it introduced other concerns, most notably that the data were highly zero-inflated - in many cases the sampled selection contained no speech to annotate. While this was important information from the perspective of understanding infants’ holistic language environment, it created difficulties for analysis of the speech content. This skewed distribution was problematic in selecting an appropriate statistical approach for comparison, and also because the total sample of each speech type was relatively low, which impeded comparisons across classification categories (e.g., speech from male vs. female adults). A second round of annotation was therefore implemented, using high-volubility sampling. In this approach, samples were preselected for high speech volubility using an early version of the automated tool developed by our machine learning collaborators, DiViMe (Le Franc et al., 2018; see below). DiViMe generated candidate audio clips in which it estimated that a lot of speech was occurring. Human listeners then screened these clips to exclude instances where the tool mis-identified non-speech as speech (e.g. television, crying, heartbeats; https://osf.io/739g8/wiki/home/).

Reliability

A reliability check was performed across laboratories on the random sample to examine cross-laboratory consistency. In some cases this meant annotation of an unfamiliar language, so transcription was not assessed. One minute from one of the annotated segments in each file was selected, omitting segments with no speech. This single minute was then annotated from scratch by someone in a lab other than the original one. Identification Error Rate (IER), which is a compiled measure of false alarms, misses, and label confusion relative to total annotated speech (e.g., “female adult” for “male adult”) suggest that, when it comes to identifying speaker types, the error rate across all corpora is 57.4 (range across corpora: 44.7–70.6; lower is better). These rates are substantially lower than those found when comparing human to LENA annotation (median = 71 in the

Table 4. Descriptive data from random and high volubility sampling of the ACLEW dataset.

<table>
<thead>
<tr>
<th></th>
<th>Total min. of speech / Total min. sampled</th>
<th>ADS (s/min)</th>
<th>CDS (s/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bergelson</td>
<td>R</td>
<td>83.34 / 300</td>
<td>7.45</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>136.97 / 300</td>
<td>9.68</td>
</tr>
<tr>
<td>Casillas-Tseltal</td>
<td>R</td>
<td>180.07 / 450</td>
<td>10.01</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>77.36 / 150</td>
<td>6.30</td>
</tr>
<tr>
<td>Casillas-Yéli</td>
<td>R</td>
<td>131.18 / 225</td>
<td>17.24</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>97.51 / 150</td>
<td>14.92</td>
</tr>
<tr>
<td>Lang0-5</td>
<td>R</td>
<td>78.12 / 300</td>
<td>4.14</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>142.82 / 300</td>
<td>3.77</td>
</tr>
<tr>
<td>McDivitt/ Winnipeg</td>
<td>R</td>
<td>89.70 / 300</td>
<td>6.18</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>67.42 / 180</td>
<td>4.42</td>
</tr>
<tr>
<td>Rosenberg</td>
<td>R</td>
<td>122.67 / 300</td>
<td>10.20</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>98.03 / 270</td>
<td>6.47</td>
</tr>
<tr>
<td>Warlaumont</td>
<td>R</td>
<td>80.89 / 300</td>
<td>7.09</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>95.55 / 210</td>
<td>8.58</td>
</tr>
</tbody>
</table>

R = random sample, H = high volubility sample. Total min. transcribed refers to the total minutes of audio sampled for transcription. Total min. of speech is the total minutes of audio identified as containing speech. ADS is the quantity of speech produced that was adult-directed (in seconds per minute to standardize across corpora with different sampling quantities). CDS is the quantity of speech produced that was infant-directed. Note that total speech (but not ADS/CDS) includes target child vocalizations and avoids double-counting overlapping speech segments. Speech from electronic media sources is annotated in the source data but not included in these tallies.

1 Note that the Casillas Tseltal and Yéli corpora follow a different approach for sampling (see Casillas et al., 2019) due to the practical limitations of working locally with Indigenous informants on clip annotation/transcription in these two language communities.
best case; Cristia, Lavechin, et al., 2020). Inspection of errors by speaker type shows that precision (here meaning agreement when a label is given; higher is better) is high for all common speaker types (target child = 69.5; women = 69.1; men = 67.7; other children = 62.2). Recall (here meaning similar coverage of all the possible cases of a label) on these common speaker types is comparable or better (target child = 78.4; women = 71.5; men = 65.1; other children = 60.7; higher is better). Again, both precision and recall measures were significantly improved over what is found when comparing human to LENA annotation (across these four categories: precision = 27–60 and recall = 30–51%; Cristia, Lavechin, et al., 2020). Comprehensive kappa scores across all possible outcomes (including noise, overlap, and more) on speaker type (cross-corpus k = 0.61; range = 0.55–0.68), vocal maturity (cross-corpus k = 0.57; range = 0.27–0.72), and addressee (cross-corpus k = 0.48; range = 0.33–0.65) demonstrate significant variability between corpora, suggesting less stable reliability in particular for vocal maturity and addressee annotations. Further details are available on osf (https://osf.io/vbqpf).

A sneak peek at tools for automated processing of longform audio

Given our present goal of high-level description of our collaborative approach centered on child language, we provide only a brief description of the automated speech processing components of the project, as an illustration of the importance of this kind of collaborative work. The interested reader is directed to recent publications from our "tools" colleagues (DiViMe: Le Franc et al., 2018; ALICE: Räsänen et al., 2019, 2020, see also https://divime.readthedocs.io/en/latest/) for more detailed information.

We had a number of objectives in tool development. Primarily, we wished to create a freely available, open-source tool to replicate the two primary components of the LENA system, identifying (where is speech happening?) and classifying (what type of speaker is speaking?) speech within the audio stream, and providing a quantitative measure of adult speech (how many syllables/words in this stretch of speech?). The above-noted tools have been very successful in these objectives. Remaining on our "wish list" include a number of important features, such as better discrimination of the target child's vocalizations from other nearby children (siblings or peers) and differentiation of child-directed from adult-directed speech.

The ongoing collaborative relationship between child language and tools researchers factored heavily into the ACLEW work process. For example, for the sake of reducing workload on research assistants, the original plan called for full transcription only of speech directed at children, with only basic segmentation/annotation provided for adult-directed speech. Early work on implementation of the syllabifier made it clear, however, that transcription of adult-directed speech was necessary for accurate tool development. Such collaborations can be challenging given different norms across disciplines, but are critical for progress.

Concluding Thoughts

The preceding pages provide an overview both of the process and the product in the ACLEW project. We hope that both will be of use to researchers both within and outside of child language research as we turn toward naturalistic observational work that spans full days of human experience. This project has been a unique experience for all involved, wide-ranging in its efforts to build a framework for cross-cultural comparative analysis, pushing forward new methods and new technologies, and planting the seeds for more robust cross-disciplinary research. This project also emerged out of a larger grassroots collaborative community within child language research (DARCLE), and we hope this inspires other research communities as it illustrates the great value of collaborative research engagement across the siloes of traditional laboratories.

It is important to acknowledge that the dataset to date, while taking a few steps beyond the typical North American-centric approach, remains limited to a small number of languages and cultural contexts (not to mention researcher backgrounds). Furthermore, it focused only on spoken language, which excludes both gesture and gaze information within a spoken language context, and language in other modalities. While acknowledging that these are only modest first efforts, these corpora represent a highly diverse sample, and constitute a unified dataset that allows for more meaningful, apples-to-apples, comparisons across language communities that will be indispensable in making progress in understanding the true range of circumstances under which human children learn their community's language(s). Moreover, and importantly, this work lays the foundation on which others can build, on this and other research topics.

We encourage other researchers to use, and build on, the ACLEW Annotation Scheme framework. Not only does it come with self-guided tutorials and a ‘test’ for research assistants to add quality control and standardization, it provides the potential for more direct comparisons across diverse communities, makes data interoperable and extendible beyond their original collection purposes, and increases the potential usefulness of all researcher's audio recordings for ongoing and future development of automated speech processing tools. Notably, our machine learning colleagues report that one of the biggest impediments to progress is the lack of a sizeable corpus of consistently-tagged and carefully segmented audio recordings of children's real-world experiences. A small commitment of effort from the child language research community would leverage significant benefits from theirs.

Over the course of the project, a number of technical and decision-making challenges emerged that are inherent in this approach. Modern technology provides many tools for

2 Note: the DiViMe system is no longer being actively supported, but works with some operating systems. We anticipate a newer system to emerge in the near future based on the latest developments with ALICE (Räsänen et al., 2019, 2020).
collaboration across geographical distance, but does not address the considerable diversity across laboratories in experiences, perspectives, objectives, work processes and resources. These differences led to different collaborative approaches to important issues such as data sharing, workflow, and timelines, which often led to a considerable investment of time in discussion and careful documentation, but ultimately also to valuable insights. For example, discussions around cultural practices such as naptime and television usage, and best approaches to measuring child vocalization, were in and of themselves of theoretical interest. Our discussions also led us to tackle challenging ethical concerns in a meaningful way - for example our data sharing policy is a careful compromise across laboratories with very different perspectives on data sharing.

The cross-disciplinary approach was also of critical value not only in terms of the promise of better automated tools down the road. Across many joint meetings, we were able to clarify the needs and priorities of researchers across what has traditionally been a fairly wide divide. With some notable exceptions (e.g. Fell et al., 2004; Oller et al., 2010; Ramsay et al., 2019; Warlaumont & Ramsdell-Hudock, 2016), those interested in using machine learning to develop automated speech processing tools for real-world audio, and the child language researchers generating the underlying datasets over which the machine learning is run, have not been in direct communication. Our ongoing discussions have allowed child language researchers to better understand what makes a "good" dataset from the perspective of tool-building, and machine learning experts to understand what kinds of tools may benefit the child language research community.

The ACLEW annotation scheme, dataset, and speech tools will allow us to address many substantive questions about the quantitative and qualitative nature of children’s real world experiences and ultimately to generate insights that will inform our understanding of the diversity (and similarity) of children’s early language experiences. The goal of this project was to provide a stepping stone for further inquiry, both in broadening the scope of language communities and in providing a framework for addressing other important questions, such as the nature of caregiver-child interactions, expression of vocal affect, experiences with media, etc. Many of these questions could be readily examined within the existing AAS - others may require expansion and adaptation of the current framework. We provide a number of publicly available tools that can be leveraged for a variety of extensions to our approach. Importantly, we also illustrate a model for cross-laboratory, cross-cultural, international and cross-disciplinary research that we hope will be of interest to researchers in other sub-disciplines.
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