Chromatin and epigenetic regulation of pre-mRNA processing
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New data are revealing a complex landscape of gene regulation shaped by chromatin states that extend into the bodies of transcribed genes and associate with distinct RNA elements such as exons, introns and polyadenylation sites. Exons are characterized by increased levels of nucleosome positioning, DNA methylation and certain histone modifications. As pre-mRNA splicing occurs co-transcriptionally, changes in the transcription elongation rate or epigenetic marks can influence exon splicing. These new discoveries broaden our understanding of the epigenetic code and ascribe a novel role for chromatin in controlling pre-mRNA processing. In this review, we summarize the recently discovered interplay between the modulation of chromatin states and pre-mRNA processing with the particular focus on how these processes communicate with one another to control gene expression.

CONTROL OF PRE-MRNA SPLICING

Eukaryotic cells generate astonishing protein diversity and as a consequence exceedingly complex phenotypes from a finite set of genes. Alternative pre-mRNA splicing and polyadenylation play essential roles in creating this protein diversity by generating multiple RNA variants from a single gene (see 1,2 for recent reviews). In mammals, greater than 90% of multi-exon genes are alternatively spliced producing, on average, at least seven mRNA variants per gene (3,4).

Recognition of the proper splice sites is critical for pre-mRNA splicing and a key point for the regulation of gene expression (see 5,6 for recent reviews). Splice site recognition is governed by cis-regulatory elements typically located in the exons or their surrounding intronic sequences. These sequence elements are recognized by trans-acting factors which act in concert to recruit the spliceosome to the correct splice sites and block nearby pseudo-splice sites. Short introns of 250 nt or less are typically spliced via an intron definition mechanism that involves splicing factor interactions across the intron (7,8). The average size of mammalian introns, which is significantly larger than the 250 nt limit, impairs the direct formation of such bridging complexes (9,10). Instead, the splice sites of exons surrounded by long introns are recognized by an exon definition complex that forms across the exon and is subsequently converted to a cross-intron complex (11). Consequently, both the formation of the exon definition complex and its conversion to the intron definition complex provide points for the control of alternative splicing. Furthermore, pre-mRNA splicing is carried out co-transcriptionally and the rate of elongation by the RNA polymerase II (RNAPII) has a significant effect on the exon recognition process. Reduced rates of transcriptional elongation and RNAPII pausing near exons significantly increase the efficiency of splice site recognition and the inclusion rate of alternative exons (12,13). The co-transcriptional nature of pre-mRNA splicing and its dependence on the elongation rate of RNAPII place the splicing process in a position where it can be influenced by the structure of the chromatin.

CHROMATIN STATES IN THE BODIES OF TRANSCRIBED GENES

An exciting discovery brought forth by recent epigenome and transcriptome studies is that exons of expressed genes are associated with specific chromatin states. Specifically, exons are characterized by increased levels of nucleosome positioning, DNA methylation and certain histone modifications. Establishment of these exon-specific states of the chromatin...
structure requires nucleosomes and factors involved in chromatin remodeling, histone modification and DNA methylation to be guided to the exonic sequences. Evidence suggests that such guidance is provided both by intrinsic differences in nucleotide composition between introns and exons and by direct interactions between writers of epigenetic marks and the splicing machinery.

One of the striking findings of several recent genome-wide surveys of the chromatin structure was that nucleosomes are preferentially positioned over exons (14–17). Nucleosome positioning has been studied in detail in the context of transcriptional regulation where it is specified by DNA sequence composition, binding of transcription factors and RNAPII to the DNA and the activity of the chromatin remodeling machinery (see 18 for a recent review). Presumably, the same general mechanisms dictate the distribution of nucleosomes in the bodies of genes as well. Evidence suggests that the preference for nucleosome positioning over exons is at least in part controlled by nucleotide sequence composition (Fig. 1). Across eukaryotes, exons tend to have elevated GC content compared with flanking introns (19–21). In mammals, this trend is preserved in exons that are surrounded by long introns and thus rely on exon definition rather than intron definition for their splicing (19). Sequences with moderate GC content are preferred binding sites for nucleosomes, due to their increased flexibility compared with long homopolymeric stretches (22–25). Exons are also depleted of poly-dA:dT stretches of five or more nucleotides compared with introns, creating a sharp transition in the frequency of these homopolymers at the intron/exon border (26,16). The rigid structure of poly-dA:dT DNA destabilizes the nucleosome–DNA interactions and forms nucleosome-free regions in the chromatin (27–30). Taken together, the general characteristics of mammalian spliced exons, i.e. relatively GC-rich sequences of ≈145–170 nt length (9,10) surrounded by AT-rich intronic sequences (Fig. 1A), bear striking similarity to the strong nucleosome-positioning signals termed ‘container sites’ by Valouev et al. (24). These ‘container sites’ consist of ≈150 nt long GC-rich sequence surrounded by AT-rich flanks (Fig. 1B). Nucleosomes bind to the cores of the ‘container sites’ are prevented from sliding out of position by the surrounding low-affinity sequences. In summary, these studies indicate that the nucleotide composition of exons and the surrounding introns favor nucleosome positioning over the exons. It is also possible that direct physical interactions between the splicing and chromatin remodeling machineries can contribute to nucleosome positioning over exons (14–17), although further studies are needed to obtain direct evidence.

Genome-wide surveys reveal organized deposition of various histone modifications across the bodies of transcribed genes (Box 1). In particular, nucleosomes positioned over exons are found to be enriched in specific histone modifications (Box 1) that include H3K36me3 and H3K79me1 (14,15,31,32). Of these modifications, H3K36me3 is strongly associated with exonic sequences and correlates with the level of gene expression and the rate of exon inclusion during alternative splicing (14). The mechanisms by which these marks are established in the gene bodies have been summarized by a number of recent reviews and typically involve the recruitment of the histone modifying factors by the elongating RNAPII (33–36). In particular, the Kmt2a (Set1/MLL/Trx), Kmt3a (Set2/Setd2/HYPB) and Kmt4 (Dot1/Dot1L) methyltransferases responsible for the methylation of histone H3 tails at lysines 4, 36 and 79, respectively, are part of the elongating RNAPII complex. However, the recruitment of these factors by RNAPII alone does not explain the preferential enrichment of the respective marks in exons. An explanation of the observed enrichment of H3K36 and H3K79 methylation over exons is provided by the discovery of a physical association between components of the splicing machinery and histone methyltransferases. Three abundant nuclear proteins involved in pre-mRNA processing and transport, hnRNP-M, hnRNP-U and Aly/Ref1 have been found in complex with Kmt4 (37). Another ubiquitous splicing factor, hnRNP-L, together with Aly/Ref1 is in complex with Kmt3a (38,39). Strikingly, H3K36 trimethylation by Kmt3a in vivo depends to a significant degree on pre-mRNA splicing. Inhibition of splicing by splice site mutagenesis, pharmacological agents or depletion of Sf3b3 (SAP 130), a component of the core spliceosome, decrease Kmt3a recruitment to the chromatin and H3K36me3 levels (38,40,41). In agreement with a mechanism that involves the recruitment of Kmt3a by the spliceosome (Fig. 2), alternative exons in general have lower levels of H3K36me3 than constitutive exons (14,32). However, H3K36me3 deposition is not solely dependent on splicing and the H3K36me3 state over alternative exons may show no or even inverse correlation with the exon inclusion rate (40,42,43). Other histone marks including mono-methylation of H3K27 and H2BK5 follow a pattern of enrichment over exons similar to that of H3K36me3, raising the possibility that their deposition is coordinated by the splicing machinery in a manner similar to H3K36me3 (32,44). In addition to the histone marks generally associated with spliced exons, a subset of exons is marked by H3K9me3, a modification typically associated with heterochromatin (45,46). Further studies are needed to determine the mechanisms guiding the deposition of these marks over exons in actively transcribed genes.
Methylated cytosine residues in CpG dinucleotides are another epigenetic mark enriched in the exons of transcribed genes (47). The Dnmt3a and Dnmt3b methyltransferases are responsible for the de novo methylation of DNA in mammalian cells and their specificity is determined by interactions with regulatory factors. The two methyltransferases are in a complex that can be recruited to DNA via direct interaction with regulatory factors. The two methyltransferases are in a complex that can be recruited to DNA via direct interaction with regulatory factors.

**Box 1. Histone modifications enriched in the bodies of transcribed genes.** The list is compiled from references (15,31,32,44).

**Transcribed region 5′ proximal to the promoter:** H2BK5me1, H3K4me1, H3K4me2, H3K9me1, H3K27me1, H3K79me1, H3K79me2, H3K79me3 and H4K20me1.

**Exons:** H2BK5me1, H3K4me1, H3K4me2, H3K9me1, H3K9me2, H3K9me3*, H3K27me1, H3K27me2, H3K27me3, H3K36me3, H3K79me1, H3R2me1, H3R2me2, H4K20me1, H4K20me3 and H4R3me2.

**Introns:** H3K36me1**.

*Enrichment is present only over a subset of exons.

**Intron enrichment is observed only in highly expressed genes.

Methylated cytosine residues in CpG dinucleotides are another epigenetic mark enriched in the exons of transcribed genes (47). The Dnmt3a and Dnmt3b methyltransferases are responsible for the de novo methylation of DNA in mammalian cells and their specificity is determined by interactions with regulatory factors. The two methyltransferases are in a complex that can be recruited to DNA via direct interaction with regulatory factors. The two methyltransferases are in a complex that can be recruited to DNA via direct interaction with regulatory factors.

**SPLICING IN VIVO IS CARRIED OUT ON THE CHROMATIN**

The physiological substrate for most pre-mRNA processing steps is the nascent transcript emerging from RNAPII. Evidence for the concurrence of transcription and splicing in eukaryotes has long been observed in electron micrographs of Drosophila embryo genes and by reverse transcriptase–polymerase chain reaction on dissected polytene chromosomes (49,50). More recently, the introns of the FN1 and SRC genes were shown to be excised, while the nascent RNA is still attached to the chromatin and only fully spliced transcripts are released into the nucleoplasm (51). The co-transcriptional nature of pre-mRNA splicing was also elegantly illustrated by recent imaging experiments that track the kinetics of transcription and splicing of individual genes in vivo (52). Further evidence for the predominant role of co-transcriptional splicing comes from high-throughput RNA sequencing of nascent transcripts, which reveals a pattern of high RNA-Seq signal at the 5′ end of each intron that decreases toward the 3′ end (53,54). This ‘saw-tooth’ pattern is produced by successive rounds of transcription entering the 5′ end of the intron, combined with excision and release of the intron from the nascent transcript shortly after its synthesis is completed (Fig. 3A). It should be noted that a significant proportion of introns are not excised co-transcriptionally and are still present after transcription termination and cleavage of the transcript at the polyadenylation site (53,55). Both imaging and high-throughput RNA sequencing studies show that such fully transcribed but incompletely spliced pre-mRNAs are retained on the chromatin until the introns are excised (52,55).

The close association between chromatin and splicing leads to a significant cross-talk in which pre-mRNA splicing influences the chromatin state, while the chromatin state facilitates pre-mRNA splicing and controls the rate of alternative exon inclusion. Two models explaining how pre-mRNA splicing is controlled by the chromatin state have emerged from recent studies. In the first, termed the ‘kinetic’ model, the chromatin state controls exon inclusion by modulating the rate of transcription elongation (Fig. 3B). In the second, the ‘recruitment’ model, histone modifications associated with the exons in cooperation with the C-terminal domain of RNAPII function as a ‘landing pad’ to load the spliceosome components necessary for splice site recognition onto the emerging nascent transcript (Fig. 4). The two models are not mutually exclusive and both are supported by ample evidence; however, the relative contribution of each mechanism remains unresolved.

**KINETIC CONTROL OF ALTERNATIVE SPLICING BY THE CHROMATIN STATE**

Evidence that the efficiency of exon recognition is dependent on the rate of transcription was first provided by experiments showing that the inclusion of alternative exons is favored in cells expressing a slow mutant of RNAPII or by transcription factors reducing the RNAPII elongation rate (12,13,54). Slowing down transcription allows more time for the spliceosome to recognize exons with poor splicing signals before competing downstream exons are presented to the splicing machinery (Fig. 3B). Consistent with this model, Pandya-Jones and Black (51) show that the excision of introns surrounding certain alternative exons is significantly slower when compared with neighboring introns that bridge constitutive exons. Elevated levels of histone acetylation which facilitate elongation through the nucleosome result in increased skipping of such alternative exons (56–58). Similarly, in yeast RNAPII
pausing in the terminal exon is required for high-efficiency co-transcriptional splicing of intron containing genes (59).

Recent studies have described diverse mechanisms by which chromatin states control the RNAPII elongation rate in the vicinity of alternative exons. Preferential nucleosome positioning over exons provides one way to assist both constitutive and alternative splicing by modulating the elongation rate of RNAPII. Such positioned nucleosomes form a barrier to transcription at the exons that provides time for the splicing machinery to assemble on the emerging transcript. H3K36me3 further contributes to slowing down the RNAPII by recruiting HDAC1 which removes histone acetylation and maintains a repressive chromatin state (60). Another mechanism for kinetic control of splicing involves H3K9me3 marks that are deposited specifically over a subset of alternative exons (45). These H3K9me3 marks recruit the heterochromatin protein Cbx3 (HP1γ), which in turn reduces the RNAPII elongation rate. In addition to controlling alternative splicing, the same Cbx3-dependent mechanism is also critical for constitutive splicing of a large number of transcripts, whose genes are marked by H3K9me3 (46). The control of the elongation rate and splicing is a new role for H3K9me3, which has been studied primarily in relation to establishing heterochromatin by the recruitment of HP1 family members (see 61 for a recent review). This new role of H3K9me3 is specifically dependent on Cbx3 as the knockdown of the other members of the HP1 family, Cbx5 and Cbx1 (HP1α and HP1β), has no effect on splicing. Finally, chromatin states modulate RNAPII elongation and pre-mRNA splicing by controlling binding of the insulator protein CTCF to the bodies of genes. CTCF reduces the transcription elongation rate thereby increasing the inclusion rate of alternative exons when the CTCF-binding sites are located in downstream introns (62). The effect of CTCF on splicing is dependent on the methylation status of its binding sites as CTCF cannot bind to methylated DNA. Another DNA-binding protein, Vezf1, is also capable of modulating alternative splicing using the same kinetic control mechanism as CTCF (63). However, it is still unclear if the binding of Vezf1 to DNA is controlled by epigenetic marks.

While the kinetic competition between transcription and splicing emerges as an important control point for exon inclusion, it only affects a subset of exons. Most introns, including many surrounding alternative exons are excised shortly after being transcribed and thus are not affected significantly by altered elongation rates (51,53).

**RECRUITMENT OF SPlicing FACTORS AND SPLICEOSOME COMPONENTS BY EPigenETIC MARKS**

In addition to modulating RNAPII elongation rates, chromatin states can affect pre-mRNA splicing by directly recruiting splicing factors to the nascent pre-mRNA. Early work showed the recruitment of the U2 snRNP to the H3K4me3 mark by a direct interaction between the H3K4me3-binding protein Chd1 and
the U2 snRNP component SF3a1 (64). Chd1 knockdown impairs the removal of intron 3 of the IRF3 gene, providing evidence that the recruitment of the U2 snRNP by H3K4me3 is required for splicing in vivo. The H3K4me3 mark is deposited primarily over the promoter and 5'-transcribed regions of genes; thus, it will mostly affect the splicing of the first intron. In the case of IRF3, due to the relatively short 5' introns, the peak of H3K4me3 extends to intron 3, explaining the effect on intron 3 excision by Chd1 knockdown. The role of Chd1 in splicing is a significant expansion of its function as a chromatin remodeling factor involved in transcription elongation and maintenance of open chromatin (35,65).

Unlike H3K4me3, the H3K36me3 mark is associated with exons in the gene bodies and emerges as a major recruitment center for spliceosome components (Fig. 4). The MRG15 (Morf411) and Psip1 proteins that ‘read’ the H3K36me3 mark by binding to it have been implicated in controlling pre-mRNA splicing by recruiting splicing factors to the chromatin. MRG15 recognizes H3K36me3 via its chromodomain and controls the splicing of a number of exons by bringing the Ptbp1 splicing factor to the nascent transcripts (66,67) (Fig. 4A). Psip1, a protein previously implicated in the control of pre-mRNA splicing, was shown to interact directly with H3K36me3 (68). In immunoprecipitation experiments, Psip1 associates with a large number of factors involved in pre-mRNA splicing that include SR and hnRNP proteins, DEAD-box helicases and core spliceosome components (68). While most of these interactions are unlikely to be direct, Psip1 does bind two members of the SR protein family, Srsf1 (SF2/ASF) and Srsf3 (SRp20), and is required for the recruitment of Srsf1 to chromatin (Fig. 4B). Deletion of Psip1 alters the rate of inclusion of several exons. However, the number of exons affected by the loss of Psip1 is relatively small, considering its association with major splicing factors like SR family members and snRNP components (68). Thus, rather than being critical for splicing Psip1 may function as a facilitator that brings splicing factors to nascent transcripts.

An intriguing consequence of the involvement of H3K36me3 in pre-mRNA splicing is that it completes a regulatory circuit, where pre-mRNA splicing stimulates H3K36me3 over the exons, which in turn promotes exon recognition by recruiting pre-mRNA splicing factors. Such self-perpetuating loops are a hallmark of epigenetic inheritance that is required for maintaining phenotypes across consecutive cell division. Here, the loop centered on the H3K36me3 mark likely functions to increase splicing efficiency and reinforce successful splice site choice made in previous rounds of transcription. It still needs to be investigated if other epigenetic marks associated with exons fulfill functions in splicing similar to those of H3K4me3 and H3K36me3. In particular, while the H3K9me3 histone mark is known to recruit splicing factors of the hnRNP family (69), it is unclear if this recruitment occurs on transcribed genes or on the heterochromatin and whether its function is to control pre-mRNA splicing.

**FUTURE PERSPECTIVES**

Discovery of the ubiquitous cross-talk between the cellular machineries involved in transcription and RNA processing has greatly expanded our understanding of eukaryotic gene expression. Recent studies reveal a prominent role of chromatin structure and epigenetic marks in coordinating these processes and specifying exon utilization. These new data are fundamentally advancing our understanding of the ‘splicing code’, i.e. mechanistic models that explain exon splicing patterns based on genomic and RNA sequence features. Historically, studies of splicing regulation focus on cis-regulatory RNA elements and their interactions with trans-acting splicing factors (5,6). Computational models built on RNA sequence features have been developed to identify constitutive and alternative exons and to predict tissue-specific alternative splicing (70–73). A recent landmark study by Barash et al. (70) developed a ‘splicing code’ with ~200 RNA features to predict tissue-specific exons in the mouse genome. Such predictive models constructed from RNA sequence features only partially account for the splicing patterns of exons, suggesting that there is a significant involvement of factors that act independently of the RNA sequence to control pre-mRNA splicing. The newly established connection between chromatin and splicing, therefore, provides a critical missing layer in our understanding of splicing regulation. Future models of the ‘splicing code’ that incorporate chromatin states and epigenetic features may substantially improve our ability to predict splicing patterns in normal and diseased states. It should also be noted that the relative contributions of chromatin states and canonical splicing regulators may vary between exons and cell states. For example, the recruitment of Ptbp1 to H3K36me3 by MRG15 has a measurable contribution to the repression of the FGFR2 exon IIIb in mesenchymal cells (66). Nonetheless, the dramatic difference in the splicing levels of this exon between epithelial and mesenchymal cells is predominantly determined by the canonical splicing regulators ESRP1 and ESRP2, epithelial-specific splicing factors that maintain a genome-wide epithelial alternative splicing program (74).

An important question is whether and how individual epigenetic marks selectively regulate the splicing of exon targets. A mechanism for such selective regulation becomes evident from studies on the H3K36me3 mark. This mechanism involves both cooperative and competitive interactions between epigenetic mark readers, splicing factors recruited by these readers and cis-RNA elements recognized by the recruited splicing factors. H3K36me3 can repress the inclusion of a subset of exons by recruiting Ptbp1 via its interaction with MRG15 (66). At the same time, the splicing of other exons is facilitated by the recruitment of Srsf1 and Srsf3 to H3K36me3 by a different reader, Psip1 (68). In another example, DNA methylation and CTCF affect exon 5 of CD45, but not the alternatively spliced exons 4 and 6 (62). It must be noted that the enrichment of specific chromatin states and epigenetic marks in exons reflects the aggregated effects across the entire genome and does not apply equally to all exons. Furthermore, epigenetic modifications specific to a subset of exons may not be evident in the aggregate genomic data. Such is the case of H3K9me3 which is deposited over the exons of certain transcribed genes or over specific exons within genes that otherwise lack this mark (45,46). It is also possible that combinatorial deposition of several epigenetic modifications produces a series of unique scaffolds for splicing factor recruitment. In the future, large-scale studies that concurrently
measure epigenome and transcriptome profiles across divergent cell types or cellular states may allow us to establish a robust association between chromatin states and splicing profiles at the individual exon level.

Finally, epigenetic regulation of gene expression is a major mechanism involved in organism development, cellular response to external stimuli or environmental perturbation and human pathology (75). While changes in epigenetic marks and their readers have a major impact on gene transcription, it is reasonable to expect that they also may impact splicing of select exons, which contribute to the cellular phenotypes or disease pathogenesis. For example, epigenetic perturbation is an integral part of oncogenesis. Future work should determine the extent to which aberrant epigenetic regulation underlies widespread dysregulation of alternative splicing in cancer cells.
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