Challenges of analysing stochastic gene expression in bacteria using single-cell time-lapse experiments
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Stochastic gene expression and non-genetic heterogeneity in bacteria

Gene expression in cells is inherently noisy since it involves diffusion-limited collisions between low copy number molecular species. For instance, if a particular gene exists in a single copy and has its operator regulated by a transcription factor (TF) also existing in very low copy numbers (≤10 [1,2]), then the probabilistic nature of the successful binding events will cause the gene to stochastically transition between ‘on’ and ‘off’ states (Figure 1A). Therefore the ‘state’ of the gene will be intrinsically noisy, even if the copy numbers of the gene and the TF are kept fixed (as the TF binds, unbinds, diffuses, searches, and rebinds). Even if the copy number of genes, RNA polymerases (RNAPs), and ribonucleases are kept fixed, transcript levels will fluctuate due to the random collisions between RNAP and the active gene’s promoter, and between transcripts and the ribonucleases (Figure 1B). In a similar way, random birth and death events of proteins will lead to noisy protein abundances even if the abundances of mRNA, ribosomes, and proteases are kept fixed (Figure 1C). Therefore each step in the gene expression process is intrinsically noisy.

The connections between every step in gene expression cause the noise to be propagated from one system to another, thus introducing extrinsic noise in each step [6]. For example, random switching of a gene’s active state leads to extrinsic noise in the mRNA abundance, and the noise in mRNA levels is propagated into the noise in the protein copy numbers (Figure 1D). This propagated noise is termed as the extrinsic component of the noise. Since every gene expression process in the cell shares the same pool of RNAP, ribosomes and degradation machinery (such as nucleases or proteases), there is a connectedness amongst all processes in the cell through which noise propagates. Moreover, the gene regulatory network connects specific genes together and provides additional specific modes of noise propagation. Together these cause the entire transcriptome and proteome to fluctuate across the population and over time.

There are additional contributors to the variability of gene expression in cells. The noisy nature of cell growth and the variability in the division times creates daughters of different sizes (Figure 1E).
In gene expression needs to be rigorously characterised and analysed. In order to understand these regulatory mechanisms, the noise from all of these sources is quite significant. This leads to non-genetic heterogeneity in a population of genetically identical cells, and can contribute significantly to the population’s fitness [8]. Bacteria implement different regulatory strategies, both to suppress noise when a reliable response is required [9], and to exploit it when variability can improve the fitness of the population overall [8].

Even though snapshot studies can encapsulate the full distribution of a population’s heterogeneity, they are not suitable for analysing the sources of noise, since it is difficult to isolate and eliminate other confounding factors such as cell-cycle heterogeneity, or the age distribution of cells [10]. Additionally, the snapshot measurements contain no information about fluctuation dynamics. As shown in Figure 2A, two species with an almost identical distribution of copy numbers can have very different fluctuation dynamics. This can be distinguished from time-lapse imaging and comparing the decay time of the corresponding autocorrelation functions (Figure 2B,C). These dynamics play an important role in population heterogeneity because while fast fluctuations can be easily time averaged, the slow fluctuations can persist for long enough to establish developmental states. Analysing fluctuation dynamics can also enable us to identify contributions and connections between sources of noise through analysis of their correlation [11]. For example, even though one can use two copies of the same promoter to control the expression of two different fluorescent proteins (FPs; also known as the dual reporter system) to help identify the intrinsic and extrinsic contributions to noise [12], one needs time-lapse studies of dual-reporter systems to accurately quantify the individual noise contributions to the total [13].

In this review, attention is focussed to fluorescence time-lapse microscopy for analysing noise dynamics. These experiments involve the design and construction of fluorescent reporters, placing cells containing these reporters into suitable imaging platforms, monitoring the expression dynamics using time-lapse microscopy, and computationally analysing the micrographs to quantify the single-cell fluctuation dynamics. Each of these steps and the challenges in using them are described, while guidelines for a rigorous framework for designing such experiments is also provided.
Figure 2. Analysis of stochastic gene-expression using snapshot and timelapse measurements
This figure shows distributions, dynamics, and autocorrelations of a fluctuating molecular species (e.g., mRNA or protein), but with rate constants which differ by an order of magnitude (simulated using the Gillespie algorithm). (A) Shows how even with different rate constants, the copy number of these species are almost identically distributed, making them impossible to tell apart by this measurement alone. Moreover, as is shown in (B), their fluctuations appear to look similar. This means that snapshot measurements would not tell them apart. (C) Shows that only by comparing each trace’s autocorrelation function can one determine the true difference in the timescales of each species’ dynamics. Thus the autocorrelation function can be said to capture the structure of the noise [14] and the timescale of the system’s memory.

Reporters for time-lapse studies of gene expression
In order to quantify noise in the steps of gene expression, the absolute abundances of mRNA and protein need to be measured. Currently, the only reliable measurements for directly quantifying abundances of mRNA is single-molecule Fluorescence In Situ Hybridisation (FISH), where one uses fluorescently labelled nucleic acid probes to image spots for each mRNA and count them [15]. However, this method only works for fixed cells, and therefore is not applicable for time-lapse studies. Fluorogenic RNA aptamers, like Spinach, which bind to the mRNA of choice [16] are possible live-cell alternatives. However the most popular approach for quantifying transcriptional dynamics is to use FP-based transcription reporters, which are constructed by inserting an FP cassette under the control of the gene of interest’s cognate promoter, often placed on a plasmid [17]. Since plasmid copy number itself may fluctuate [7,5,18], and the additional sites on the plasmids may titrate away low-copy TFs, placing the promoter–fp fusions on a single copy vector [19,20] is recommended, and directly integrating into the chromosome (preferably near the gene of interest’s locus) is even more preferable to avoid mismatches in copy number [21]. For measuring translational dynamics, FP reporters are fused to the protein of interest to make translational reporters and the abundances can be quantified via imaging. A comprehensive discussion of the relevant design strategies are discussed by Snapp and Chen et al. [22,23].

In order to reliably track the dynamics of transcription and translation, the FP reporters need to rapidly adjust to transcript and protein levels. The slow maturation time of most FPs (~1 h) [24] renders them unsuitable for tracking fluctuations dynamics, since maturation delay lags and time-averages the noise. In tracking the fluctuations dynamics and quantifying the expression noise of a protein, the slow dynamics of its reporter will not be able to reliably track the dynamics of fluctuations in mRNA level, since it lags and time-averages the noise. This will lead to underestimation of the noise and alteration of the dynamics. Maturation therefore acts as a low-pass filter over the fluctuation dynamics. Additionally, the slow maturation of the reporters makes only a fraction of the reporters appear bright and detectable, since they appear slowly with a distributed delay while being diluted by growth. Therefore, such reporters can under-report the abundances. To minimise these issues fast-maturing FPs are being engineered such as mVenus, with a maturation time of ~2 min [25]. To correlate expression dynamics from more than one gene, one needs to make sure that the spectral overlap between the reporters is low. Other fast-maturing proteins (mCerulean: 6.6 min, SCFP3A: 6.4 min, mGFPmut2: 5.6 min, mGFPmut3d: 4.1 min) have also been characterised to address this problem, and a full list is available in [26], however no suitably fast-maturing variant of RFP is yet available. Alternatively, one can use self-labelling proteins such as Halo or SNAP-tag that do not suffer from similar maturation delay [27]. However, such tags are yet to be used for time-lapse imaging.

Platforms for time-lapse studies of gene expression
For measuring gene expression dynamics, cells containing transcription or translation reporters are placed in platforms and imaged over time. The imaging platforms need to have spatiotemporally uniform growth conditions, so that heterogeneities across the population and over time can be reliably quantified. Surprisingly, most of the imaging
Different platforms for timelapse imaging of single cells

(A) An agarose-pad does not allow for long-term imaging, since the rod-like cells within the microcolony are confined to two dimensions until the colony transitions into 3D growth (as seen from the dark cells in the centre of this microcolony from t = 9 onwards).

(B–E) Illustrative 3D models of imaging platforms for time-lapse single-cell imaging, drawn and rendered using Blender [30]. Top row: imaging platforms for two-dimensional growth. Bottom row: platforms for one-dimensional growth. (B) The two-dimensional microfluidic turbidostat with two sides open lets cells wash away to maintain a fixed population size. (C) This version lets cells wash away from one side only. Both of the devices in (B) and (C) keeps cells well-fed and confined to a monolayer throughout the experiment, but suffer from PSF artefacts in imaging due to the tight packing of cells, and can have non-homogeneous nutrient availability across the device. (D) The one-dimensional single-celled chemostat enables tracking a single lineage without PSF artefacts, but suffers from limited residence time of individual cells in the trenches. (E) The one-dimensional analogue of the device above, also known as the mother machine, provides the longest measurements of individual cells. Note that the use of one-dimensional devices is limited to rod-like bacteria so that the cell growth occurs along the major axis of the device platforms used in such experiments do not qualify for this. Traditionally, these measurements are done by seeding cells on to an agarose-pad, and imaging them as they grow into a microcolony (Figure 3A). Single cells are computationally tracked within the growing microcolony, and the reporter signal within each cell is quantified to analyse the fluctuation dynamics [28]. However, nutrient availability within the agarose-pad is not uniform, and so cells in different positions in the microcolony experience different environmental conditions [29]. The measurement of fluctuation-dynamics is also unreliable, since the nutrient profile also changes over time. Moreover, in-plane growth of cells in the monolayer colony eventually starts to transition into vertical growth (Figure 3A) [29]. Additionally, the dense-packing of cells results in 'bleed-through' of light from one cell to the other due to the finite size of the point-spread function (PSF; detailed discussion in the section entitled Analysis of time-lapse data of stochastic gene expression, below) and introduces imaging artefacts.

Microfluidic devices have been developed that mitigate some or most of these problems. Most of the devices used for time-resolved imaging of single cells maintain a monolayer of cells, and thus allow for the growth of cells in either one or two dimensions. In order to solve the issue of finite experiment time which arises from agarose pads, devices which allow newborn cells to be washed away over time have been developed. Mather et al. [31] developed two-dimensional microfluidic turbidostats which allow for monolayers of cells to grow and get washed from either two sides (Figure 3B) or from one side (Figure 3C). These types of devices have been employed for high-throughput gene expression studies [32]. However, fluorescent measurement in such devices will still suffer from significant PSF bleed-through artefacts, which is later described being the effect of the diffraction caused by the microscope's optics, resulting in artificial spill-out of intensity to neighbouring cells.

The two aforementioned devices have one-dimensional analogues. The one-dimensional chemostat contains single-file cells in narrow trenches and has both ends open [33]. This device enables monitoring single cells without altering their age distribution and without experiencing significant confounding effects of PSF bleed-through (Figure 3D). However, this device – by virtue of preserving age distribution – cannot trap single cells for long-term study. To probe the dynamics of a particular cell over many generations, one needs to use the mother machine [34]
Figure 4. An overview of the process of creating microfluidic devices for single-cell analysis, and using them in an imaging setup

(A) The general workflow for producing a microfluidic device – patterning a photoresistant-coated Si wafer using photolithography, using the patterned Si master for casting polydimethylsiloxane (PDMS) moulds, cutting chips out of this PDMS mould and bonding it to coverslips to fabricate the device. (B) The microfluidic device preloaded with cells is connected the media flow and placed on an inverted microscope. Cells in this device are imaged through a high-resolution objective, and media flow is controlled using pumps and flow-switches.

(Figure 3E) where the ‘mother’ cells stay at the closed end of the trench for many generations while its progeny are washed away. Norman et al. were able to track *Bacillus subtilis* for 700 generations in the mother machine [35]. Versions of this device that enable the tracking 130 000 cells in parallel for hundreds of generations have recently been produced [36]. The trenches of the mother machine must have proper dimensions to allow for nutrient diffusion to the mother cell, and various trench geometries need to be sampled to determine optimal sizes for varying conditions [36].

While this device does not maintain the consistent age distribution of the population, it enables one to study impacts of ageing on cellular fitness [37,38], which can introduce non-genetic heterogeneity into populations of cells.

It should be noted that the aforementioned microfluidic devices are only suitable for studying rod-like bacteria over multiple generations, because these strains grow in plane, and their growth can also be confined to one dimension. However, adapted versions of these devices have been used to study growth and susceptibility of both cocci and rod-like bacteria towards antimicrobials [39]. Since the rod-like shape (spherocylinder) is the default shape of bacteria, and is the shape of the canonical Gram-negative and Gram-positive bacteria, *Escherichia coli* and *B. subtilis*, where most gene expression studies are conducted, we keep the discussions of experimental design and analysis pipelines in the next sections limited to this shape. The general approach and framework should still be valid for cells of different shapes as long as corresponding devices enable single-cell studies satisfying the criteria discussed in this section.

**Experimental setup for time-lapse imaging of single bacterial cells**

As discussed above, microfluidic devices are the most suitable platform for time-lapse imaging of single bacterial cells, and therefore the following sections’ discussions are limited to experimental setups and analysis pipelines for imaging cells in microfluidic devices. The manufacturing process of microfluidic devices is relatively simple and enables the fabrication of devices with any intended layout. When designing a layout, one should consider nutrient homogeneity, imaging artefacts, and required throughput of the experiment. The layout of the chip is designed in a computer-aided design (CAD) software package and printed on to a mask (either plastic or chrome, depending on the desired feature size). Figure 4A shows the general steps involved in the production process of a microfluidic device from this mask. A comprehensive account of the relevant technical details is provided in these review articles [40,41]. Prior to the experiment, cells are loaded in the microfluidic device which is placed over the microscope objective for imaging. Needles are inserted into the inlet and outlet of the device, which are connected to a flow control system which modulates the media flow through the device, and the addition of any desired liquid [42].
microscopes with high-resolution objectives are used for imaging bacteria trapped in these devices. This enables simultaneous bright-field imaging through Kohler illumination, and fluorescence imaging using epi-illumination. Oil-based objectives offer higher resolution and sensitivity due to their higher numerical aperture, while air objectives provide flexibility and fast scanning speeds and can enable longer duration experiments since they do not suffer from the problem of oil drying over time. A schematic of the imaging and flow control setup is shown in Figure 4B.

For time-lapse single-cell experiments, along with the fluorescent image of the reporter, one can also collect an additional bright-field image of the cell itself. For bacteria, phase-contrast imaging produces better contrast than differential interference contrast (DIC) or conventional bright-field imaging. The phase-contrast image can be used to identify the boundaries of single cells in every image, so that the intensity and spacial properties of the fluorescent signal within can be quantified. Alternatively, one can use a strong fluorescent signal from constitutively expressed FPs to produce a bright fluorescent image of a cell which can also be used for segmentation. Phase-contrast may be preferable for this task, since expression of the fluorescent segmentation marker can introduce a growth burden on the cell [43]. Additionally, for high time resolution imaging, constant exposure with the excitation light, and subsequent photo-bleaching will result in the production of reactive oxygen species (ROS) causing photo-toxic damage to the cell [44]. Phase-contrast microscopy does not require modifying the cell to introduce a marker and thus reduces any photo-toxic effects and expression burden. However, the scanning time of the device also limits the time resolution, and therefore one must strike the right balance between the required throughput, time resolution, while minimising phototoxicity. The high-throughput nature of time-lapse experiments in microfluidic devices [34,36,32] coupled with the long-term imaging at high time resolutions generates a vast amount of data. Analysing these data by hand is an impossible task, and accurate automated analysis pipelines are the only option. We discuss the automated approaches towards this in the following section.

**Analysis of time-lapse data of stochastic gene expression**

**Image formation**

Before discussing image analysis, a brief overview of image formation is helpful, since image analysis is simply the reverse of image formation; going from the image back to the object’s properties. For fluorescence microscopy, one uses a light-source (LEDs or LASERs) to excite fluorescent emitters (reporter probes) in the cell placed in the imaging platform. Upon excitation, they emit red-shifted light, part of which is collected through the objective lens and focused on the camera to form an image. The light microscope is, however, a diffraction limited device, and so the image collection process generates artefacts [45]. Fluorescent or transmitted light from the object plane passes through the microscope’s optics to reach the image plane in the camera, but gets diffracted in the process. This causes the light to get distributed beyond its point of origin, causing a point to appear as a blurry spot, called the PSF. The PSF causes light from any object to spread beyond its boundary, and thus blurs the image.

The phase-contrast point spread function has alternating phases, causing it to have alternating bright and dark concentric rings. This limits our abilities to segment cells from an image, especially when they are trapped in microfluidic devices. However, apodised phase-contrast objectives have mitigated this issue significantly [46,47]. Apodised objectives have been used to image the growth and division of bacterial cells with 1 min resolution, giving >20 data-points per cell-cycle of fast-growing bacteria, enabling detailed analysis of size-regulation principles [36]. The size of the fluorescent PSF (theoretically described by the Airy formula, which depends on the wavelength of emitted light) determines the extent to which light spreads from a cell full of fluorescent emitters, and can introduce artefacts in quantifying intensity distribution. As mentioned above, one can also use fluorescent images for segmenting cells. When using fluorescent imaging, due to the photo-toxic effects, one must reduce the imaging frequency in order to minimise the incident radiation on the cells. This allows cells to dilute any photo-toxic products generated from imaging before it starts to overly damage their health.

**Image segmentation: identifying individual cells in a frame**

Analysis of time-lapse data begins with cell segmentation. This is the process of drawing pixel masks over cells so that they are separated from the background. The input data are an image of the cells and the output of this process is a binary mask, where cells have a pixel value of 1, and the background has a value of 0. If cells are growing within close proximity of one another, such as on agarose-pads (Figure 5A) or in a device such as a microfluidic turbidostat [32,48] (Figure 5B,C), then the challenge is to resolve cells from each other. Outfi (which recently superseded MicrobeTracker) [49–51], is an extensive suite that can generate accurate masks for cells from a tightly packed cluster. Segmentation of single cells from images of mother machine experiments should be straightforward, since cells are organised in nicely packed linear colonies. However, the phase-contrast images of cells in such devices have lower...
Figure 5. Imaging modalities and image analysis of mother-machine experiments

(A) Shows a real phase-contrast PSF and a real fluorescence PSF (enhanced contrast for visualisation). These were captured by imaging 100-nm fluorescent beads on a Nikon Ti-2 using a 60× phase-contrast air objective with NA = 0.95 (and at λ = 610 nm for the fluorescence PSF) at optimal focus. (B) Besides each PSF is an image of a field of view of cells in a mother machine, captured in phase-contrast (top) and mCherry fluorescence (bottom). Each image inherits its features as a result of the point spread function of the imaging modality. The phase contrast image’s unchanging features such as the trenches and labels make it good for drift correction, while the fluorescence image allows one to very easily isolate cells. (C) An example of a single trench from the phase-contrast image, the corresponding fluorescence image, and the fluorescence image with the pixel mask overlaid on top. (D) Kymograph of cells in a single trench in mother machine with lineage tracks showing division events and cell positions. (E) Cell size and average fluorescence intensity of a single cell in mother machine over time.

contrast than usual, due to close proximity of the trench wall (Figure 5B). While fluorescence images may sometimes capture the structure of the imaging platform from out of focus light, background noise etc., this is usually dim in comparison with the signal from the cells. Phase-contrast imaging makes the platform an actual feature of the image (as can be seen in Figure 5B). Additionally the artefacts caused by the phase-contrast PSF (Figure 5A) cause these nearby cells or platform boundaries to interfere with the image of cells of interest, reducing their contrast significantly (especially at lower magnifications).

There are algorithms that provide reliable segmentation with traditional tools. Table 1 contains a list of currently available tools used for segmentation of mother machine images. Of note are deep learning-based tools. These promise to alleviate problems with low segmentation accuracy, especially for low-quality datasets. By training a model specific to the data, or specific to datasets which are similar, the model can: be robust to changes in contrast, be specific to cell shape, recognise regions where cells touch each other, and recognise the walls of the mother machine. This should enable higher segmentation accuracy. The majority of published deep learning-based frameworks are based around the U-net architecture [52]. This convolutional neural network (CNN) architecture is easily trained with relatively small amounts of data, can be quite robust to transformations in image shape, orientation, intensity etc. [53]. Since the performance depends on the quality and quantity of training data, these programs often have low transferability, can contain bias and artefacts from the training data, and require human curated data for training (which is time-consuming).

Cell tracking: identifying individual cells across frames

Once cells are identified, they need to be connected across frames. This produces a time-series of cellular properties (size, width, fluorescence intensity). Cell tracking is the process of keeping track of the same cell between time-frames. Lineage tracking refers to identifying the ancestral tree of cell lineages across the experiment. Figure
5D gives a hand-drawn example of this. Most cell-tracking or lineage tracking approaches rely on connecting cells between frames according to spatial proximity and the history of their size and shape. Therefore, it is important that the relative position of cells within the image changes only due to growth, not due to image drift. If there is significant drift between frames, 'drift correction' can eliminate it. For phase-contrast images of microfluidic platforms, static features, such as the structure of the PDMS devices can be used as reference markers for drift correction using image registration/template matching algorithms. Table 1 contains some image-registration tools which are commonly used to drift-correct time-series micrographs. We note here that, in a device such as the mother machine, where cells can only grow in one direction, drift correction is not a significant problem if one is unconcerned with lineage tracking. In this case mother cells can be easily extracted by passing their x and y coordinates through a clustering algorithm such as DBSCAN [64]. This clusters sets of xy coordinates into distinct groups, each representing a single mother cell. DBSCAN has been used in the past due to its ability to handle variable numbers of clusters, stage drift, and noise [36].

In general, tracking algorithms rely on the similarities and proximities of cell masks between frames in order to connect them as two images of the same cell in adjacent time-points. Often this is accomplished by a nearest neighbour search and maximising the overlap between masks in adjacent frames. We provide a summary of many of the tools which enable tracking in Table 1. DistNet’s tracking errors are the lowest of any package discussed here, but MM3 and DeLTA also provide very good tracking above and beyond classical methods due to their trainable U-net architectures. It is important to note that all of these machine learning-based approaches require curated data in order to be trained. The generation of these data is time-consuming and must be done every time an experimental parameter is changed (such as the microscope, cell type, microfluidic device geometry etc.).

Quantifying intensities of fluorescent reporters within cells

Once the cells are segmented and tracked, the total fluorescence within their boundary can be quantified by summing up the intensities from the pixels within each mask in each frame. However, care must be taken to avoid issues with image shifts in different colours from lateral chromatic aberration in the optics. To minimise this effect, one can image multi-coloured fluorescent beads in the segmentation channel (phase-contrast) and the fluorescence channel (Figure 5) to accurately quantify the registry error between these each channel, and use image transformations to shift the pixel mask accordingly [65].

Once registry errors are minimised, one can quantify intensities within cell masks. It is important to consider artefacts of diffraction for proper interpretation of the results. When using a fluorescence microscope, the PSF is convolved with the light coming from the sample to produce the image captured by the detector. In the simplest sense, the PSF ‘blurs’ the image, and is most commonly referred to when talking about the microscope’s ‘diffraction limit’. While the diffraction limit does not pose challenges for resolving single cells, the PSF does create a problem with quantifying single-cell intensities that occurs beyond the scale of the diffraction limit, due to PSF ‘bleed-through’. Bleed-through corresponds to light which leaves the cell’s true boundaries and ‘leaks’ into its surroundings. This

---

**Table 1** Table showing a list of currently used tools for segmenting and tracking cells of micrographs of microfluidic images

<table>
<thead>
<tr>
<th>Tool</th>
<th>Usecase</th>
<th>Notes</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BACMMAN</td>
<td>Segmentation + tracking</td>
<td>Contains several tracking algorithms</td>
<td>[54]</td>
</tr>
<tr>
<td>DeLTA</td>
<td>Segmentation + tracking</td>
<td>Separate networks for segmentation and tracking</td>
<td>[55]</td>
</tr>
<tr>
<td>DistNet</td>
<td>Segmentation + tracking</td>
<td>Single network for joint tracking and segmentation</td>
<td>[56]</td>
</tr>
<tr>
<td>MM3</td>
<td>Segmentation + tracking</td>
<td>Separate networks for segmentation and tracking</td>
<td>[57]</td>
</tr>
<tr>
<td>MMHelper</td>
<td>Segmentation + tracking</td>
<td>Multiple hypothesis tracking</td>
<td>[58]</td>
</tr>
<tr>
<td>MoMA</td>
<td>Segmentation + tracking</td>
<td>Bayesian approach to tracking</td>
<td>[59]</td>
</tr>
<tr>
<td>Outfi and Microbe Tracker</td>
<td>Segmentation + tracking</td>
<td>Also suitable for agarose-pad and 2D microfluidic devices</td>
<td>[51,32]</td>
</tr>
<tr>
<td>Parametric max-flow</td>
<td>Segmentation + tracking</td>
<td>Joint tracking + segmentation</td>
<td>[60]</td>
</tr>
<tr>
<td>pyStackReg</td>
<td>Image registration</td>
<td>Python implementation of StackReg/TurboReg</td>
<td>[61]</td>
</tr>
<tr>
<td>registrationEstimator</td>
<td>Image registration</td>
<td>A MATLAB tool</td>
<td>[62]</td>
</tr>
<tr>
<td>StackReg/TurboReg</td>
<td>Image registration</td>
<td>Used through ImageJ</td>
<td>[63]</td>
</tr>
</tbody>
</table>

Tools for image registration are also included.
has two effects: a cell’s brightness leaks into its immediate surroundings making its measured brightness within its pixel-mask lower than the true brightness. More importantly, it causes light to be artificially assigned to other cells where it does not belong, and changes the distribution of intensities in the population.

In order to illustrate this effect simple numerical simulations were performed (Figure 6). Images of rod-shaped bacteria as spherocylindrical volumes containing uniformly distributed fluorescent (mCherry) emitters were simulated. The images of these cells were constructed through convolution with a typical PSF (modelled as an Airy disk [66]) of a fluorescence microscope with a 60× objective. The simulations show that when cells are in a densely packed colony, like in an agarose-pad or microfluidic devices such as those found in references [32,51], a significant amount (>5%) of light can come from the neighbours. These simulations were used to identify the contributions from each neighbour cell, which enables one to quantitatively estimate the expected bleed-through in each geometry. For devices like the mother machine, the ‘mother-cell' (cell at the top of the trench that is tracked over time) primarily gets bleed-through from the cell below it (<1%). The mother machine device is flexible towards spacing trenches apart, and it has been possible to space the trenches far enough apart to eliminate the bleed-through from cells in nearby trenches [36].

The simulations also demonstrate that the bleed-through decreases rapidly as trenches are moved apart (Figure 6) and is negligible when cells are 3.5 micron apart, which is the lowest theoretical ‘bleed-through limit’ for this set parameters for reliably quantifying intensity from each cell. It is important to note here that these simulations are all performed with a PSF that is perfectly in focus, and since real cells have finite thickness, the broader out of focus PSF can actually lead to much more (2–3×) bleed-through compared with the theoretical estimations. One can get an intuition for the potential error by modelling the out of focus and asymmetrical PSFs for such simulations [66,67]. Using actual experiments, it has been found that a mother machine with 4 μm trench pitch leads to each cell receiving ~2.5% of its total intensity from cells in adjacent trenches, which reduces down to ~0.5% when they are 5 μm apart [36]. Therefore one must balance trade-offs (throughput vs bleed-through and lineage size vs nutrient availability) by choosing appropriate dimensions.

Conclusions and future directions

In the present paper the steps which lead from the basics of a biological process of interest through to the measurements that enable its investigation have been laid out. A careful consideration of the underlying process dynamics and each of the steps involved in generating and analysing time-lapse data will guide both better experimental design, and data analysis pipeline design. It will also help to understand their limits. For example, an intuition for the
abundances and fluctuation timescales can help the user in choosing FPs and designing reliable reporters and the type of measurements required. It is important to note here that monitoring fluctuation dynamics of reporters to infer the dynamics of the underlying process is still an indirect method and ideally one should quantify the absolute abundances of mRNAs and proteins in each cell. For quantifying fluctuation in mRNA levels, live cell measurements of mRNA copy number are needed [68], but with extensive orthogonal controls to make sure they are reliable. Quantifying proteins can be directly done using translational fusions, provided the reporter protein is fast-maturing, follows similar dilution timescales and does not interfere with the protein of interest’s function. In order to analyse the dynamics of the reporter, it needs to be placed it in a platform that ensures a homogeneous environment and minimises PSF bleed-through. Molecular abundances can be quantified from fluorescence intensities using binomial segregation statistics at cell division [69]. Mother machine-like devices are particularly suitable for this, since one can observe many rounds of cell division under constant growth conditions. However, for molecules with low copy numbers ($\leq 10$), when the fluorescence intensity becomes comparable or lower than the cellular autofluorescence, one has to rely on single-molecule counting. Currently, this the mother machine is not used for single-molecule counting, but we hope technical developments in this area will allow single molecule time-lapse measurements in mother machine-like devices. This will enable the combination of data on protein abundance fluctuations with data on copy number changes in the corresponding mRNA or TF. This would provide gold-standard data for analysing stochastic gene expression.

**Summary**

- Gene expression is noisy and is a major source of non-genetic heterogeneity.
- Time-lapse measurements are needed to characterise and analyse individual noise contributions in gene expression.
- Carefully designed reporters to study gene expression noise at the single-cell level are needed.
- The use of specific microfluidic devices for maintaining spatiotemporally invariant environment for imaging these reporters is suggested.
- Detailed consideration of the data-acquisition systems will help the user to design better data-analysis pipelines.
- The point spread function of a microscope can create severe artefacts in one's interpretation of the data, and should be considered in proper detail.
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