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Abstract
This paper presents fitness evaluation functions that efficiently evolve coordination in large multi-component systems. In particular, we focus on evolving distributed control policies that are applicable to dynamic and stochastic environments. While it is appealing to evolve such policies directly for an entire system, the search space is prohibitively large in most cases to allow such an approach to provide satisfactory results. Instead, we present an approach based on evolving system components individually where each component aims to maximize its own fitness function. Though this approach sidesteps the exploding state space concern, it introduces two new issues: (1) how to create component evaluation functions that are aligned with the global evaluation function; and (2) how to create component evaluation functions that are sensitive to the fitness changes of that component, while remaining relatively insensitive to the fitness changes of other components in the system. If the first issue is not addressed, the resulting system becomes uncoordinated; if the second issue is not addressed, the evolutionary process becomes either slow to converge or worse, incapable of converging to good solutions.

This paper shows how to construct evaluation functions that promote coordination by satisfying these two properties. We apply these evaluation functions to the distributed control problem of coordinating multiple rovers to maximize aggregate information collected. We focus on environments that are highly dynamic (changing points of interest), noisy (sensor and actuator faults), and communication limited (both for observation of other rovers and points of interest) forcing the rovers to evolve generalized solutions. On this difficult coordination problem, the control policy evolved using aligned and component-sensitive evaluation functions outperforms global evaluation functions by up to 400%. More notably, the performance improvements increase when the problems become more difficult (larger, noisier, less communication). In addition we provide an analysis of the results by quantifying the two characteristics (alignment and sensitivity discussed above) leading to a systematic study of the presented fitness functions.
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1 Introduction

In many continuous control tasks such as pole balancing, robot navigation, and rocket control, using evolutionary computation methods to develop controllers based on neural networks has provided successful results as shown in Stanley and Miikkulainen (2002); Floreano and Mondada (1994); Miglino et al. (1995); and Gomez and
Miikkulainen (1999, 2003). Extending those successes to distributed domains such as coordinating multiple robots, controlling constellations of satellites, and micro device control promises significant application opportunities as discussed in Wu et al. (1999); Martinoli et al. (1999); Tumer and Wolpert (2004a,b); and Agogino and Tumer (2004a). The goal in such distributed control tasks is to evolve a large set of separate components that collectively strive to maximize a global evaluation function.

Approaching the design of a complex, multicomponent system directly by an evolutionary algorithm (e.g., having a population of system controllers and having the evolutionary operators work directly on the system controllers to produce a solution with high global fitness) is appealing but is often impractical or impossible. The search space for such an approach is simply too large for all but the simplest problems (Tumer and Wolpert, 2004b). A more promising solution is to evolve control policies for individual components by having each of them use their own fitness evaluation function. The key issue in such an approach is to ensure that each component’s fitness evaluation function possesses the following two properties: (1) it is aligned with the global evaluation function, ensuring that components maximizing their own fitness do not hinder one another and hurt the fitness of the full system; and (2) it is sensitive to the fitness of the component, ensuring that it provides the right selective pressure on the component (i.e., it limits the impact of other components in the fitness evaluation function).

In this paper we focus on evolving a set of data gathering rovers that attempt to maximize the aggregate information collected by all the rovers. This problem possesses a number of properties that make it both a very interesting problem and a particularly challenging one for evolutionary algorithms:

1. The environment is dynamic, meaning that the conditions under which the rovers evolve changes with time. The rovers need to evolve general control policies, rather than specific policies tuned to their immediate environment.

2. The sensors are noisy, meaning that the signals they receive from the environment are not reliable. Each rover needs to demonstrate that its control policies are not sensitive to such fluctuations in sensor readings.

3. The rovers have limited sensing capabilities, meaning that their representation of their surroundings is restricted. The rovers need to formulate policies that satisfy the global evaluation function based on limited, local information.

4. The number of rovers in the system is large, meaning that the rovers cannot be fully aware of the actions of all the other rovers. The rovers need to decouple the impact of other rovers’ actions from their evaluation functions.

1.1 Related Work

Evolutionary computation has been used in a wide variety of domains differing along many attributes. It has been used historically in single-component domains, but has expanded to multicomponent ones. Also, within multicomponent domains it has been used with cooperative components as well as with local greedy components. More closely related to this paper, evolutionary computation has also been used with multi-robotic domains. This section gives a brief summary of prior use of evolutionary computation among these different domains.

Evolutionary computation has a long history of success in single-component (single-agent, single-robot, etc.) control problems. Examples of such successes are described
in Whitley et al. (1995); Hoffmann et al. (1999); Farritor and Dubowsky (2002); Agogino et al. (2000); Lamma et al. (2001); Gomez and Miikkulainen (2003). Improvements in search methods are the driving force of advances in single-component evolutionary control algorithms. Hoffmann et al. (1999) describes fuzzy rules in a helicopter control problem that provide such an advance, as does Whitley et al. (1995), which describes a cellular encoding on pole-balancing control. Similarly, Farritor and Dubowsky (2002) show how searching through a space of plans generated from a planning algorithm with a genetic algorithm provides good control policies in a planetary rover control problem. In addition Gomez and Miikkulainen (2003) describes how the use of “subpopulations” used with the ESP (enforced subpopulations) algorithm can be effective in controlling rockets.

Evolutionary computation has also been applied to multi-component domains, especially in the field of collaborative coevolution (Panait et al., 2006; Hoen and de Jong, 2004; Sen et al., 2003; Mundhe and Sen, 2000; Potter and de Jong, 2000). In collaborative coevolution, agents evolve their own populations and collaborate to form a good global solution. Research in this field involves making this process more efficient and more likely to reach good global solutions. In Panait et al. (2006) this is done by having agents try to maximize a global evaluation function through a process of finding good collaborators that avoid suboptimal equilibria. In Hoen and de Jong (2004) the coevolution process is sped up through the shaping of the fitness function in a similar manner to that used in this paper. Similarly, in Mundhe and Sen (2000) evaluation functions are scaled to prevent a “tragedy of the commons” where agents evolve to over-compete for a common resource.

Outside of cooperative coevolution, evolutionary algorithms have also been used in multi-component systems. Ant colony algorithms solve the coordination problem by utilizing “ant trails” that provide implicit fitness functions resulting in good performance in path-finding domains as described in Dorigo and Stützle (2004). In Agogino et al. (2000) it is shown that in some domains, a large number of agents using greedy nonfactored utilities can be used to speed up the evolution process. In Lamma et al. (2001) it is shown that beliefs about other agents can also be used to improve the control policies through using global and hand-tailored fitness functions. In the field of game theory, evolutionary computation has been used in the prisoner’s dilemma problem for two-agent and N-agents respectively as shown in Harrald and Fogel (1996) and Yao and Darwen (1994). Also, by combining the fields of reinforcement learning and genetic algorithms, Mikami et al. (1996) presented a method to improve performance in a multicomponent system.

Evolution has also been used to coordinate robots in multirobotic domains. In Agah and Bekey (1996) genetic algorithms were used to control colonies of robots by promoting coordination by manipulating the “likes” and “dislikes” of each robot. Evolutionary methods have also been used in the domain of scheduling constellations of satellites as shown in Globus et al. (2003). Finally, outside evolutionary computation (but using related evaluation functions), Mataric (1998) describes how coordination between a set of mobile robots can be accomplished through the use of domain specific rewards designed to prevent greedy behavior.

1.2 Contributions of this Paper
This paper builds upon earlier work by the authors and presents a comprehensive study of the impact of using principled evaluation function selection for evolving coordinated multirover systems. This concept and the particular rover domain was first introduced
in Agogino and Tumer (2004a). That work explored the basic concept in an “offline” manner where the rovers went through repeated “episodes” (multiple trials) in training where they performed the same task. This manner of learning was appropriate for domains where rovers could be trained ahead of time and then deployed in a similar domain to perform a specific set of tasks. We subsequently explored the use of “online” training where the rovers evolved through one continuous task, and briefly explored scaling and communication issues in Agogino et al. (2005) and Tumer and Agogino (2006a). In addition, extensions of the above work to scaling and dynamic environments were presented in Tumer and Agogino (2006a,b, 2007). Finally, the impact of failing rovers on system level coordination was investigated in Agogino and Tumer (2006).

In this work, we provide a comprehensive study of shaping evaluation functions for evolving coordinated rover teams operating in dynamic and noisy environments. We extend the results above by providing more detailed scaling results as well as two types of restrictions on rover sensing capabilities (rovers cannot see/communicate with other rovers and rovers cannot see points of interest). In addition, we provide three sets of new experiments:

1. We explore letting the rovers share a population of control strategies. We investigate the impact of this approach in terms of speed of convergence and solution quality and compare it to approaches where each rover keeps its own population of control strategies.

2. We provide a quantification of the relationship between a rover’s evaluation function and the system level evaluation function. This concept first explored for visualizing reinforcement learning rewards was introduced in Agogino and Tumer (2005). We use this method for evaluation function analysis and gain insight into how to modify evaluation functions in the presence of limited information.

3. We provide a new dynamic domain simulating surveillance problems where the points of interest continually move. This provides a test on whether the evaluation functions can learn patterns at a higher level than the time frames in which they perform their navigation tasks.

This paper is organized as follows. In Section 2.1 we present the properties needed for good component-specific evaluation functions, and how those properties lead to good system level control policies. In Section 3 we present the “Rover Problem” where a system of multiple planetary rovers use neural networks to determine their movements based on a continuous-valued array of sensor inputs. In Section 4 we describe the experimental setup. In Section 5 we present extensive simulation results in a wide array of environments, types of evolutionary algorithms, and POI distribution. In Section 6 we provide a detailed analysis of the different fitness functions and explicitly evaluate their factoredness and sensitivity. These results show that we have found a good predictor of system performance. Finally in Section 7 we discuss the implication of these results and their applicability to different domains.

2 Evolving Multicomponent Systems

Designing control policies for systems with many components through evolution is often approached in one of the following three ways (also shown in figure 1):
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1. One can have a single population of full-system control policies. During training a policy is chosen from the population and this policy explicitly controls the individual actions of all the components (note that this policy is extremely complex as each component may be performing different actions). In this approach a single genotype encodes the (possibly different) control strategies of all the components. A standard evolutionary algorithm is then used to select a full-system control policy that best satisfies a predetermined global evaluation function.

2. One can have a single shared population of individual component control policies. During training, each component independently selects a control policy for itself from the shared populations (components may therefore have different policies). In this approach, one genotype encodes the control strategy of a single component, but there is a single population of control strategies from which the components select their genotype. An evolutionary algorithm then evolves the shared population to create control policies that best maximize the global evaluation.

3. One can evolve individual components separately, generating a different control policy for each component. In this case, each component has its own population of policies. In this approach, one genotype encodes the control strategy of one component and each component keeps an independent population of control strategies. The evolutionary algorithms are then used to select a control policy based on how a given component using that control policy satisfies an evaluation function. This approach can be further divided into two categories according to the nature of that evaluation function:
(a) Each component is evaluated based on the same global fitness function.
(b) Each component is evaluated based on a component-specific evaluation function tuned to the fitness of that component.

The first method presents a computationally daunting task in all but the simplest problems. In this approach one is looking specifically for the best “collective” action. Finding good control strategies is difficult enough for single controllers, but the search space becomes prohibitively large when they are concatenated into an “individual” representing the full system. Even if there were components with good control policies present in the system, there would be no mechanism for isolating and selecting them when the system to which they belong performs poorly. As a consequence, this approach has serious scaling issues, particularly in large continuous domains.

The second method avoids the problem of having controllers with huge state and action spaces and often works well when all the components do similar things (Agogino et al., 2000). This method can lead to fast convergence since the shared population of controllers is updated by every component in the system. However, since there is a single population of controllers for all of the components, each controller has to be generalized enough to handle the needs of a variety of different components. This need for generalization could necessitate the need for more complex controllers and could increase convergence times. We provide a discussion on this approach and present brief results in Section 5.5.

The third method addresses part of the generalization problem in that each component evolves its own population of controllers (Panait et al., 2006). Figure 2 shows the general principle behind this approach where each component evolves its own control policy from its own population of policies. However, this method introduces a new problem: What is the selective pressure on each component? In approach 3(a) all the components receive the same evaluation values based on the global evaluation of the entire system. This approach encourages components to evolve in such a way as to try to maximize the global evaluation, but also results in a component’s evolution being guided by the fitness of all the other components. When there are few components, this method provides good solutions, but as the number of components increases, it becomes increasingly difficult to isolate the impact of a component on the system. For instance, in a domain with 100 rovers acting simultaneously, a rover that is performing well may receive a poor evaluation if many other rovers happen to be performing poorly at the same time. As a consequence, this approach, though preferable to the first two approaches in many ways, suffers from a signal-to-noise problem where the selective “signal” for a component is drowned by the noise of all the other components’ impact on the evaluation function.

In approach 3(b), on the other hand, the use of a component specific evaluation eliminates this signal-to-noise problem. This approach enables us to create fitness evaluation functions that are more tailored to a specific component, but introduces a new twist to the problem: How does one ensure that the specialized component evaluation functions are aligned with the global evaluation function? In other words, how do we ensure that a system in which all the components evolve according to their own fitness functions has a high global fitness? In this paper we focus primarily on approaches 3(a) and 3(b), discuss what the desirable properties of component evaluation functions are, and show how such evaluation functions provide good distributed control strategies.
2.1 Properties of Component Evaluation Functions

Component-specific evaluations need to relate to the global evaluation function in a particular way for a full system to evolve properly. Fortunately by looking at two particular properties of this relation, we can create component-specific evaluations that will lead to high global performance. This analysis is based on work on “collectives” (also dubbed COllective INtelligence, or COIN) which principally applies to utility-based agents (Wolpert and Tumer, 2001; Tumer and Wolpert, 2004b). Here we apply this theory to the derivation of evaluation functions for evolving a team of coordinated agents/components. We will now formally define these properties.

In what follows, we will denote the global evaluation function by $G(z)$, where $z$ is the state of the full system (e.g., the position of all the components in the system, along with their relevant internal parameters and the state of the environment). We will then denote the component evaluation function for component $i$ by $g_i(z)$.

2.1.1 Factoredness for Fitness Functions

First we want the component evaluation functions of each component to have high factoredness with respect to $G$, intuitively meaning that an action taken by a component that improves its own evaluation function also improves the global evaluation function (i.e., $G$ and $g_i$ are aligned). Formally, the degree of factoredness between $g_i$ and $G$ is
given by (Tumer and Wolpert, 2004b):

\[ F_{g_i} = \frac{\int_{z} \int_{z'} \left[ \left( g_i(z) - g_i(z') \right) \left( G(z) - G(z') \right) \right] dz' dz}{\int_{z} \int_{z'} dz' dz}, \]

where \( z' \) is a state that only differs from \( z \) in the state of component \( i \), and \( u[x] \) is the unit step function, equal to 1 when \( x > 0 \). Intuitively, a high degree of factoredness between \( g_i \) and \( G \) means that a component evolved to maximize \( g_i \) will also maximize \( G \).

### 2.1.2 Sensitivity of Fitness Functions

Second, the component evaluation function must be more sensitive to changes in that component’s fitness than to changes in the fitness of other components in the system (Agogino and Tumer, 2004b; Wolpert and Tumer, 2001). Formally we can quantify the sensitivity of evaluation function \( g_i \) at \( z \) as:

\[ \lambda_{i,g}(z) = E_{z'} \left[ \frac{\| g_i(z) - g_i(z - z_i + z_i') \|}{\| g_i(z) - g_i(z' - z_i' + z_i) \|} \right], \]

where \( E_{z'}[\cdot] \) is the expected value taken over \( z' \), and \( (z - z_i + z_i') \) notation specifies the state vector where the vector-elements corresponding to component \( i \) have been removed from state \( z \) and replaced by the vector elements of component \( i \) from state \( z' \). The numerator of the fraction represents component \( i \)’s influence on its evaluation function and the denominator represents all the other components’ influence on component \( i \)’s evaluation. So at a given state \( z \), the higher the sensitivity, the more \( g_i(z) \) depends on changes to the state of \( i \), that is, the better the associated signal-to-noise ratio for \( i \). Intuitively then, higher component-sensitivity means there is “cleaner” (e.g., less noisy) selective pressure on \( i \).

As an example, consider the case where the component evaluation function of each component is set to the global evaluation function, meaning that each component is evaluated based on the fitness of the full system (e.g., approach 3(a) discussed in Section 2). Such a system will be fully factored by the definition of Equation 1. However, the component fitness functions will have low sensitivity (the fitness of each component depends on the fitness of all the other components).

### 2.2 Difference Evaluation Functions

Let us now focus on improving the sensitivity of the evaluation functions. To that end, consider difference evaluation functions, previously shown in Wolpert and Tumer (2001), which are of the form:

\[ D_i \equiv G(z) - G(z_{-i} + c_i), \]

where \( z_{-i} \) contains all the states on which component \( i \) has no effect, and \( c_i \) is a fixed vector. In other words, all the vector-elements of \( z \) that are affected by component \( i \) are replaced with the fixed values from vector \( c_i \). Such difference evaluation functions are fully factored no matter what the choice of \( c_i \), because the second term does not depend on \( i \)’s states as shown in Wolpert and Tumer (2001) (e.g., \( D \) and \( G \) will have the same derivative with respect to \( z_i \)). Furthermore, they usually have far better sensitivity.
than does a global evaluation function, because the second term of $D$ removes some of the effect of other components (i.e., noise) from $i$’s evaluation function. In many situations it is possible to use a $c_i$ that is equivalent to taking component $i$ out of the system. Intuitively, this causes the second term of the difference evaluation function to evaluate the fitness of the system without $i$ and therefore $D$ evaluates the component’s contribution to the global evaluation.

While it is the case that for linear evaluation functions, $D_i$ simply cancels out the effect of other components in computing component $i$’s evaluation function, its applicability is not restricted to such functions. In fact, it can be applied to any linear or nonlinear global evaluation function. However, its effectiveness is dependent on the domain and the interaction among the component evaluation functions. At best, it fully cancels the effect of all other components. At worst, it reduces to the global evaluation function, unable to remove any terms (e.g., when $z_i$ is empty, meaning that component $i$ affects all states). In most real world applications, it falls somewhere in between, and has been successfully used in many domains including agent coordination, satellite control, data routing, job scheduling, and congestion games as described in Agogino and Tumer (2004a); Tumer and Wolpert (2000); and Wolpert and Tumer (2001). Also note that the computation of $D_i$ is a “virtual” operation in that component $i$ computes the impact of its not being in the system. There is no need to re-evolve the system for each component to compute its $D_i$, and computationally it is often easier to compute than the global evaluation function. Indeed in the problem presented in this paper, for component $i$, $D_i$ is easier to compute than $G$ is (see discussion in Section 3.4).

3 Continuous Rover Problem

In this section, we show how evolutionary computation with the difference evaluation function can be used effectively in the Rover Problem (Agogino and Tumer, 2004a). The “full system” in this formulation is the set of rovers, while the components of the system are the individual rovers. In this problem, multiple rovers are trying to observe points of interest (POIs) on a two-dimensional plane. Each POI has a value associated with it and each observation of a POI yields an observation value inversely related to the distance the rover is from the POI. In this paper the distance metric will be the squared Euclidean norm, bounded by a minimum observation distance,$^1\delta_{\min}$:

$$\delta(x, y) = \max \left\{ \|x - y\|^2, \delta_{\min}^2 \right\},$$

(4)

where $x$ and $y$ are location coordinates. The global evaluation function is given by:

$$G = \sum_{t=1}^{T} \sum_j \frac{V_j}{\min_i \delta(L_j, L_{i,t})},$$

(5)

where $V_j$ is the value of POI $j$, $L_j$ is the location of POI $j$ and $L_{i,t}$ is the location of rover $i$ at time $t$. Here the global evaluation is a sum of single-time-step evaluation taken over

---

$^1$The squared Euclidean norm is appropriate for many natural phenomena, such as light and signal attenuation. However any other type of distance metric could also be used as required by the problem domain. The minimum distance is included to prevent singularities when a rover is very close to a POI.
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Figure 3: Diagram of a rover’s sensor inputs. The world is broken up into four quadrants relative to the rover’s position. In each quadrant one sensor senses points of interest, while the other sensor senses other rovers.

a fixed number ($\tau$) of time steps. Intuitively, while any rover can observe any POI at every time step, as far as the global evaluation function is concerned, only the closest observation matters.\(^2\) In our experiments, the global evaluation is computed over a time window of size $\tau$.

3.1 Rover Capabilities

At every time step, the rovers sense the world through eight continuous sensors. From a rover’s point of view, the world is divided up into four quadrants relative to the rover’s orientation, with two sensors per quadrant (see figure 3). For each quadrant, the first sensor returns a function of the POIs in the quadrant at time $t$. Specifically the first sensor for quadrant $q$ returns the sum of the values of the POIs in its quadrant divided by their squared distance to the rover. This value is then scaled by the angle between the line from the rover’s location to the POI and the line from the rover’s location to center of the quadrant:

$$s_{1,q,j,t} = \sum_{j \in J_q} \frac{V_j}{\delta(L_j, L_i,t)} \left(1 - \frac{\left|\theta_{j,q}\right|}{45}\right),$$

where $J_q$ is the set of observable POIs in quadrant $q$ and $|\theta_{j,q}|$ is the magnitude of the angle between POI $j$ and the center of the quadrant. The second sensor returns the sum of squared distances from a rover to all the other rovers in the quadrant at time $t$ scaled

\(^2\)Similar evaluation functions could also be made where there are many different levels of information gain depending on the position of the rover. For example 3D imaging may utilize different images of the same object, taken by two different rovers.
by the angle:

\[ s_{2,q,i,t} = \sum_{i' \in N_q} \frac{1}{\delta(L_{i'}, L_{i,t})} \left( 1 - \frac{|\theta_{i',q}|}{45} \right), \]  

(7)

where \( N_q \) is the set of rovers in quadrant \( q \) and \( |\theta_{i',q}| \) is the magnitude of the angle between rover \( i' \) and the center of the quadrant. The term \( 1 - \frac{|\theta_{i',q}|}{45} \) smoothes the transition between quadrants, resulting in slightly higher performance than if the term were not there, but is not necessary for rovers to perform well.

The sensor space is broken down into four regions to facilitate the input-output mapping. There is a trade-off between the granularity of the regions and the dimensionality of the input space. In some domains the trade-offs may be such that it is preferable to have more or fewer than four sensor regions. Also, even though this paper assumes that there are two sensors present in each region at all times, this setup can also be implemented with only two sensors which perform a sweep at 90° increments every time step.

### 3.2 Rover Control Strategies

With four quadrants and two sensors per quadrant, there are a total of eight continuous inputs. This eight dimensional sensor vector constitutes the state space for a rover. At each time step the rover uses its state to compute a two-dimensional output. This output represents the \( x, y \) movement relative to the rover’s location and orientation. Figure 4 displays the orientation of a rover’s output space.

The mapping from rover state to rover output is done through a Multi Layer Perceptron (MLP), with eight input units, 10 hidden units, and two output units (Haykin,
The MLP uses a sigmoid activation function, therefore the outputs are limited to the range \((0, 1)\). The actual rover motions \(dx\) and \(dy\) are determined by normalizing and scaling the MLP output by the maximum distance the rover can move in one time step. More precisely, we have:

\[
\begin{align*}
  dx &= 2d_{\text{max}}(o_1 - 0.5) \\
  dy &= 2d_{\text{max}}(o_2 - 0.5),
\end{align*}
\]

where \(d_{\text{max}}\) is the maximum distance the rover can move in one time step, \(o_1\) is the value of the first output unit, and \(o_2\) is the value of the second output unit.

### 3.3 Rover Selection

The MLP for a rover is trained using an evolutionary algorithm as summarized in figure 2, where the control policies are MLPs. Each rover has a population of MLPs. At each \(\tau\) time step (where \(\tau\) is set to 15 in these experiments), the rover uses epsilon-greedy selection \((\epsilon = 0.1)\) to determine which MLP it will use (i.e., it selects the best MLP from its population with 90\% probability and a random MLP from its population with 10\% probability). The selected MLP is then mutated by adding a value sampled from the Cauchy Distribution (with scale parameter equal to 0.3) to each weight, and is used for those \(\tau\) steps. At the end of those \(\tau\) steps, the MLP’s performance is evaluated by the rover’s evaluation function and reinserted into its population of MLPs, at which time, the poorest performing member of the population is deleted. Both the global evaluation for system performance and rover evaluation for MLP selection are computed using a \(\tau\)-step window, meaning that the rovers only receive an evaluation after \(\tau\) steps. The pseudocode for this process is as follows:

1. At \(t=0\) initialize MLP population
2. Pick an MLP using epsilon-greedy alg \((\epsilon = 0.1)\)
3. Randomly modify MLP (mutation)
4. Use MLP to control rover for 15 steps
5. **Evaluate MLP performance** (i.e., compute \(G, P_i, D_i\) as shown in Section 3.4)
6. Reinsert MLP into pool
7. Delete worst MLP from pool
8. Go to step 2

The main emphasis of this paper is on step 5, and how the proper balance between factoredness and sensitivity in the evaluation function promotes better and faster evolution of the system. While the rest of the evolutionary algorithm is not sophisticated, it is ideal in this work since our purpose is to demonstrate the impact of principled evaluation function selection on the performance of a distributed system. Even so, this

---

3Note that other forms of continuous reinforcement learners could also be used instead of evolutionary neural networks. However, neural networks are ideal for this domain given the continuous inputs and bounded continuous outputs.
algorithm has been shown to be effective if the evaluation function used by the rovers is factored with $G$ and has high sensitivity. More advanced algorithms from evolutionary computation, used in conjunction with these same evaluation functions, could improve the global performance further.

### 3.4 Evolving Distributed Control Strategies

The key to success in this approach is to determine the correct rover evaluation functions. In this work we test three different evaluation functions for rover control, which are the global evaluation function, a perfectly rover-sensitive evaluation function, and the difference evaluation function. In this section, we will present the formulation of the three evaluation functions (following some notational details to make the presentation more precise).

All evaluation functions are a sum of single-time-step evaluations computed over $\tau$ time steps. They are computed over a window of size $\tau$ every $\tau$th time step. The locations of POIs are constant across the $\tau$ time steps of an evaluation. All evaluation functions used are a function of the location table $L$ which contains the locations of the POIs and the rovers for time steps from 1 to $\tau$. We use the notation $L_{i,t}$ to refer to the location of rover $i$ at time step $t$. We use the notation $L_i$ to refer to the set of locations of rover $i$ across all $\tau$ time steps. Also, we use the notation $L_j$ to refer to the location of POI $j$.

- The first evaluation function is the global evaluation function ($G$), which when implemented results in approach 3(a) discussed in Section 2:

$$G(L) = \sum_{t=1}^{\tau} \sum_{j} \frac{V_j}{\min_i \delta(L_j, L_{i,t})}.$$  \hspace{1cm} (8)

- The second evaluation function is the “perfectly rover-sensitive” evaluation function ($P$), which follows one instantiation of approach 3(b) discussed in Section 2:

$$P_i(L) = \sum_{t=1}^{\tau} \sum_{j} \frac{V_j}{\delta(L_j, L_{i,t})}.$$  \hspace{1cm} (9)

The $P$ evaluation function is equivalent to the global evaluation function in the single rover problem. In a multi-rover setting, it has infinite sensitivity (in the way sensitivity is defined in Section 2). This is because the $P$ evaluation function for a rover is not affected by the states of the other rovers, and thus the denominator of Equation 2 is zero. However, the $P$ evaluation function is not factored. Intuitively, $P$ and $G$ offer opposite benefits, since $G$ is by definition factored, but has poor sensitivity.

- The final evaluation function is the difference evaluation function which also is an instantiation of approach 3(b) discussed in Section 2: It does not have as high sensitivity as $P$, but is still factored with $G$:

$$D_i(L) = G(L) - G(L - L_i)$$

$$= \sum_{t=1}^{\tau} \sum_{j} I_{j,i,t}(z) \left[ \frac{V_j}{\delta(L_j, L_{i,t})} - \frac{V_j}{\delta(L_j, L_{k,i,t})} \right],$$
where \(k_j\) is the second closest rover to POI \(j\) and \(I_{j,i,t}(z)\) is an indicator function, returning one if and only if rover \(i\) is the closest rover to POI \(j\) at time \(t\). The second term of the \(D\) is equal to the value of all the information collected if rover \(i\) were not in the system. Note that for all time steps where \(i\) is not the closest rover to any POI, the subtraction leaves zero. As mentioned in Section 2.2, the difference evaluation in this case is easier to compute as long as rover \(i\) knows the position and distance of the closest rover to each POI it can see. In that regard it requires knowledge about the position of fewer rovers than if it were to use the global evaluation function.

4 Simulation Description

In this section we provide a description of the simulation used in this paper, including the rover characteristics, the environment specification, and the experimental setup. In our experiments, a set of rovers started at the center of the domain world and navigated the domain, observing POIs throughout a single trial. The environment slowly changed throughout the trial, but was never reset at any time. At the beginning of the trial their control policies were random, so they had to evolve control policies that allow them to effectively observe POIs in a way that led to high global evaluation.

4.1 Environment Specification

In these experiments there were as many POIs as rovers, and the value of each POI was set to between three and five using a uniformly random distribution. The domain was dynamic, where POIs appeared and disappeared throughout the course of the trial. This dynamic simulates the effect of collecting an exhaustive amount of information about a point of interest so that it becomes irrelevant, and discovering new points of interest that need to be observed. Each POI had a probability of 2.5% of disappearing each \(\tau = 15\) time steps. Also, a new POI had a probability of 2.5% of appearing at \(\tau = 15\) time step intervals. Because the experiments were run for 4,000 time steps, the initial and final environments had little similarity. Figure 5 shows changes to the environment throughout a sample simulation. Though the POI sets at \(t = 10\) and \(t = 120\) share many similarities, the POI set at \(t = 1,500\) is entirely different from the POI set at \(t = 10\). As a consequence, the rovers need to evolve efficient policies that are solely based on their sensor inputs and not on the specific configuration of the POIs.

4.2 Rover Specification

In all these experiments, each rover had a population of MLPs of size 10. The world was 70 units long and 70 units wide, unless otherwise stated (as in the scaling experiments of Section 5.2). All of the rovers started the experiment at the center of the world unless otherwise stated (as in the population sharing experiments of Section 5.5). There were 30 rovers and 30 POIs in the simulations, unless otherwise stated (as in the scaling experiments of Section 5.2). The maximum distance the rovers could move in one direction during a time step, \(d_{\text{max}}\), was set to three. The rovers could not move beyond the bounds of the world. The minimum observation distance, \(\delta_{\text{min}}\), was equal to five.
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Figure 5: Sample POI placement. Left top: Environment at time = 10. Right top: Environment at time = 120. Bottom: Environment at time = 1,500. Environment at time step 10 is similar to environment at time step 120, but significantly different from the environment at time step 1,500. Rovers evolve continuously in a single dynamic environment. Environment and rover locations are never reset. Rovers must be able to use their control policies evolved from an earlier time step, in future changed environments.

4.3 Statistical Significance of Results

All results presented were averaged over 100 independent trials (except for the 70 rover domains, where the results were averaged over 30 trials). In all cases, performance was measured by full system fitness, regardless of the evaluation function used to evolve the system. On all the performance graphs, a performance level of 1.0 represents the case in which all rovers were optimally positioned on top of a POI. Note that in practice a performance level of 1.0 was not possible since the environment kept changing, and it took time for rovers to reposition themselves.

5 Experimental Results

We performed an extensive set of simulations to test the effectiveness of the different rover evaluation functions under a wide variety of environmental conditions and rover capabilities. All the environments were highly dynamic, so rovers had to learn generalized policies that worked under a wide set of configurations. Our experiments were broken down into the following categories:

1. Performance of rovers with noise-free sensors.
2. Scaling properties for rovers with noise-free sensors.
4. Performance of rovers with noisy sensors and limited communication/sensing with:
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(a) restrictions on rover to rover communication; and
(b) restrictions on both rover to rover communication and POI sensing.

5. Performance of rovers sharing population of control policies.

6. Performance of rovers in a surveillance environment where POIs move, where:
(a) POIs move more slowly than rovers; and
(b) POIs move faster than rovers.

These sets of experiments were performed online in a dynamic environment. The rovers evolved throughout a single trial, forming control policies online to meet the needs of the environment. This contrasts to many multi-trial or “episodic” methods of evolution where evolution is performed in simulation with the simulated environment being reset at the beginning of each trial. The online approach used in this paper is more widely applicable as it allows for evolution to occur in rovers that are actively deployed in real-world environments that cannot be reset. It can also be used in augmentation to a multi-trial approach where initial policies are evolved offline and then refined online to correct for errors in the original simulation. This augmentation is especially powerful with the presented controllers that map sensor inputs directly to control outputs. This mapping forces the rovers to develop general control policies, rather than learn a specific mapping from fixed $x$, $y$ locations to outputs. As a consequence, the rovers evolve policies that are applicable to different environments and can be perfect complements to policies evolved offline.

5.1 Performance in Noise-Free Environments

Figure 6 shows the performance of systems evolved using the three different evaluation functions. All three evaluation functions performed adequately in this instance, though $D$ outperformed both $P$ and $G$. The convergence properties of this system demonstrate the different properties of the rover evaluation functions. After initial improvements, the system with the $G$ evaluation function improves slowly. This is because the $G$ evaluation function has low sensitivity. Because the fitness of each rover depends on the state of all other rovers, the noise in the system overwhelms the evaluation function. Evaluation $P$, on the other hand, has a different problem: After an initial improvement, the performance of the systems using this evaluation function declines. This decline happens since even though $P$ has high rover-selectivity, it is not fully factored with the global evaluation function. This means that rovers selected to improve $P$ do not necessarily improve $G$, and may end up performing many actions that do not contribute to the overall goals of the system. In contrast, $D$ is both fully factored and has high sensitivity. As a consequence, rovers using $D$ continue to improve well into the simulation as the fitness signals the rovers receive are not swamped by the states of the other rovers in the system. This simulation highlights the need for having evaluation functions that are both factored with the global evaluation function and have high sensitivity. Having one or the other is not sufficient.

5.2 Scaling in Noise-Free Environments

Figure 7 shows the scaling properties of the three evaluation functions in a dynamic noise-free environment. The performance of each evaluation function at $t = 3,000$ for
Figure 6: Performance of the 30-rover system for all three evaluation functions in a noise-free environment. The difference evaluation function provides the best system performance because it is both factored and rover-sensitive.

Figure 7: Scaling properties of the three evaluation functions. The $D$ evaluation function not only outperforms the alternatives, but the margin by which it outperforms them increases as the size of the system goes up.
Figure 8: Performance of the 30-rover system for all three evaluation functions when the rover sensors and outputs have 20% noise. Performance of $D$ evaluation is still high with moderate amounts of noise.

systems ranging from 10 to 70 rovers is plotted. For each size of system, the number of POIs equals the number of rovers and the domain is scaled to have the same ratio of surface area to number of rovers. For each of these different system sizes, the results are qualitatively similar to those reported above, except when there are only five rovers, in which case $P$ performs as well as $G$. This is not surprising since with so few rovers, there are almost no interactions among the rovers.

As the size of the system increases, an interesting pattern emerges. The performance of both $P$ and $G$ drop at a faster rate than that of $D$. Again, this is because $G$ has low sensitivity and thus the problem becomes more pronounced as the number of rovers increases. Similarly, as the number of rovers increases, $P$ becomes less and less factored. In fact, for more than 20 rovers $P$ performs worse than random, creating a “tragedy of the commons” situation where each rover trying to maximize its own evaluation function leads to a poor global solution (Hardin, 1968). $D$, on the other hand, handles the increasing number of rovers quite effectively. Because the second term in Equation 3 removes the impact of other rovers from rover $i$, increasing the number of rovers does very little to limit the effectiveness of this rover evaluation function. This is a powerful result suggesting that $D$ is well suited to evolve large systems in this and similar domains where the interaction among the rovers prevents both $G$ and $P$ from performing well.

5.3 Performance with Noisy Sensors and Actuators

Figure 8 shows the performance of the three evaluation functions in a dynamic environment for 30 rovers with noisy sensors. In these experiments, both the input sensors and the output values of the rovers have 20% noise added. All three evaluation functions
handle the noise well. This result is encouraging in that it shows that not only simple evaluation functions such as $P$ can handle moderate amounts of noise in their sensors and outputs, but so can $D$. In other words, considering the impact of other rovers to yield a factored evaluation function does not compound moderate noise in the system and overwhelm the rover evaluation. Indeed, the similarity between the experiments with and without noise leads us to explore the effect of noisy sensors and actuators in more detail.

Figure 9 shows the noise sensitivity of the three different evaluation functions. The performance is reported as a function of additive noise to sensors as the percentage shown on the $x$-axis (e.g., 50 means the magnitude of the added noise is 50% of the sensor value.) The results show that the $D$ evaluation is the most sensitive to high levels of noise, though even at 80% noise it still far outperforms both $G$ and $P$. This is an encouraging result in the power of the $D$ evaluation function in that it "cleans up" the evaluation function for a rover (e.g., it has high sensitivity). Adding noise starts to cancel this property of $D$, but even when nearly half the signal is noise, this does not prevent $D$ from far outperforming $G$ and $P$. Interestingly, rovers using $P$ perform marginally better as noise increases. Adding noise to the system actually hindered these rovers from evolving the wrong policies, in effect decreasing the tragedy of the commons by preventing the rovers from evolving “good” selfish control policies.

5.4 Evolution with Communication Limitations

All the experiments presented so far are based on rovers receiving the required information to compute all three evaluation functions. In the presence of communication or sensing limitations, however, it is not always possible for a rover to compute its exact $D$, nor is it possible for it to compute $G$. In such cases, $D$ can be computed based on
local information with minor modifications, such as limiting the radius of observing other rovers in the system. This has the net effect of reducing the factoredness of the evaluation function while increasing its sensitivity. In this set of experiments we tested the performance of the three evaluation functions in a dynamic environment where not only were the rover sensors noisy, but the rovers were subject to two types of communication limitations.

5.4.1 Restrictions on Rover-to-Rover Communications

Figure 10 shows the performance of all three evaluation functions in a 30 rover system when the rovers are only aware of other rovers when they are within a radius of 4 units from their current location. This amounts to the rovers being able to communicate with only 1% of the grid. (Because $P$ is not affected by communication restrictions, its performance is the same as that of figure 8.)

The performance of $D$ is almost identical to that of full communication $D$. $G$ on the other hand suffers significantly. The most important observation is that communication limited $G$ is no longer factored with respect to the global evaluation function (e.g., as rovers do better with respect to communication limited $G$, the system performs worse). Though the sensitivity of $G$ goes up in this case, the drop in factoredness is more significant and as a consequence, systems evolved using $G$ cannot handle the limited communication domain (we analyze the connection between sensitivity and factoredness in more detail in Section 6).

Figure 11 expands on this issue by showing the dependence of all three evaluation functions on the communication radius for the rovers ($P$ is flat since rovers using $P$ ignore all other rovers). Using $D$ provides better performance across the board and the
Figure 11: Sensitivity of the three evaluation functions to the degree of communication limitations. Difference evaluation is not affected by communication limitations as much as by global evaluation.

performance of $D$ does not degrade until the communication radius is dropped to 5 units. This is a severe restriction that practically cuts off the rover from other rovers in the system. $G$ on the other hand needs a rather large communication radius (over 40) to outperform the systems evolved using $P$. This result is significant in that it shows that $D$ can be effectively used in many practical information-poor domains where neither $G$ nor “full” $D$ as given in Equation 3 can be accurately computed.

An interesting phenomenon appears in the results presented in figure 11, where there is a dip in the performance of the system when the communication radius is at 10 units for both $D$ and $G$ (the “bowl” is wider for $G$ than $D$, but it is the same effect). This phenomenon is caused by the interaction between the degree of factoredness of the evaluation functions and their rover-specificity. At the maximum communication radius (no limitations) $D$ is highly factored and has high sensitivity. Reducing the communication radius starts to reduce the factoredness, while increasing the sensitivity. However, the rate at which these two properties change is not identical. At a communication radius of 10, the drop in factoredness has outpaced the gains in sensitivity and the performance of the system suffers. When the communication radius drops to 5, the increase in sensitivity compensates for the drop in factoredness. This interaction between the sensitivity and factoredness is domain dependent (which has also been observed in other domains, e.g., Tumer and Agogino, 2004; Tumer and Wolpert, 2004b) and is discussed in more detail in Section 6.

5.4.2 Restrictions on POI Sensing and Rover-to-Rover Communications

In addition to exploring the effect of communication limitations between rovers, we also explore the effect of communication limitations (rover to rover) coupled with sensing
limitations (POI detection). In these experiments, the evaluation functions only use information within a fixed radius from the rover. The results in figure 12 show that this additional limitation does not significantly affect the performance of rovers using the $D$ evaluation. However, the decrease in information available actually increases the performance of rovers using both the $P$ and $G$ evaluation functions. This is not surprising in the case of $G$ since the increase in sensitivity caused by the communication limitation is shown to allow for an increase in performance as previously shown in figure 11. In contrast, the $P$ evaluation already has infinite sensitivity. Instead, this decrease in sensing causes the evaluation to become more factored. Figure 13 explores this issue further. The results are qualitatively similar to those in the previous section (except for $P$’s dependence on sensing radius), though it is worth noting that in cases with severe communication restrictions, not detecting POIs proves beneficial. This shows that if the rovers are not aware of where the other rovers are, too much information hinders them more than it helps them.

5.5 Rovers Evolving Shared Population

In this paper we are primarily concerned with distributed systems where each rover is autonomous, each with its own population of control policies. However, it is illustrative to compare the distributed approach to a more conventional approach where there is a single population of control policies. This single shared population may be maintained in a central location, or it could be distributed among rovers, though distributing shared control policies could lead to significant communication overhead when the size of the control policies is large. To analyze this population sharing approach, we perform
Figure 13: Sensitivity of the three evaluation functions to the degree of communication limitations. Difference evaluation is not affected by communication limitations as much as by global evaluation.

experiments where all thirty rovers share a single population of control policies. At the beginning of a trial each rover selects a control policy from the population using an epsilon-greedy selector as before. At $t = \tau$ (and subsequently at intervals of $\tau$) the shared population is updated with a control policy used by a single rover chosen arbitrarily. Because different rovers are selected at different $\tau$ steps, all rovers’ “experiences” are part of the population. Note that for relatively small values of epsilon, most of the rovers use the same control policy during the trial.

In this experiment we test the performance of a shared population using the global evaluation against the performance of individual populations using the global evaluation and the difference evaluation. Note that the difference evaluation cannot be used with the shared population, since it is specific to a particular rover. Figure 14 shows that when the $G$ evaluation function is used, rovers that share a single population initially perform worse, but then reach a similar performance level as rovers that have individual populations. The performance of the rovers using the shared population is initially low since rovers using the same control policies scatter themselves less uniformly across the domain. However, these rovers are able to learn to improve this low level of performance relatively quickly. This is not a surprising result since when using the global evaluation, having a shared population reduces many of the signal-to-noise issues. Since at any given time most of the rovers use the same control policy, the impact of that control policy on the global evaluation is very large. Also there are no specialized rovers since all the rovers can perform the same task and are interchangeable. This means that different controllers are not strictly needed for different rovers (although the domain does have emergent specialization, where initially identical rovers tend to specialize what they do over time). However, despite this advantage, rovers using a
Figure 14: Performance of the 30-rover system with shared and unshared controller populations. When $G$ evaluation is used, in this domain it is beneficial for all of the rovers to share a single population of controllers. However, rovers using the difference evaluation with individual control populations still perform best.

A shared population with the $G$ evaluation perform consistently worse than rovers using individual populations with the $D$ evaluation. In domains where more specialized actions are needed we expect the performance difference to be even greater.

5.6 Surveillance Domain

In the previous experiments, moving rovers observed objects that did not themselves move, but where the distribution of the POIs changed slowly. However, in many surveillance domains, we need to observe objects that are moving. In these domains, a rover has to decide whether to follow a moving object, or whether that object will be better observed by another rover along the object’s path.

5.7 Slow Moving POIs

To analyze how the evaluation functions handle a surveillance domain, we conduct experiments where rovers have to observe POIs that are continuously moving. In these experiments a POI changes its speed and direction every 10 time steps (150 time steps for these experiments). This is accomplished by setting the POI’s $x$ and $y$ velocity to new random values uniformly within the range $[-d_p, d_p]$, where $d_p$ is the maximum possible component velocity of the POI. Moving POIs are not allowed to move beyond the range of the domain where the rovers are allowed to move.

Figure 15 shows the performance of the rovers when the maximum speed the POIs can move is half the speed that the rovers can move. When the POIs are moving slowly,
the relative results are similar to the domain where the POIs are fixed. Again rovers using $D$ evolve the quickest, and end up with a significantly higher level of performance than the rovers using the other evaluation functions. Rovers using the $G$ and $P$ only perform slightly better than rovers using a random evaluation.

5.8 Fast Moving POIs

Another interesting experiment is to analyze how the evaluation functions handle POIs that move faster than the rovers. When the POIs can move at twice the maximum speed of the rovers, the rovers using $P$ perform almost as well as the rovers using $D$ (figure 16). When the POIs move quickly, the greedy utility, $P$, does well since the best strategy tends to be the short term strategy of moving toward the nearest POI. Any long term strategy tends to be defeated, since the dynamics are changing too quickly. In addition the congestion problem of all the rovers going toward the most valuable POI is not likely when the POIs move more quickly than the rovers. Instead the rovers and the POIs tend to be distributed randomly despite any different efforts by the rovers. Here only short term strategies matter. Note however that rovers using $G$ are not even able to evolve good short term strategies and perform significantly worse than rovers using $P$ and $D$.

6 Analysis of Factoredness and Sensitivity of Evaluation Functions

The results presented above underscore the need for designing evaluation functions that have both high factoredness and high sensitivity. However, in certain domains/environments, it is not possible to satisfy both requirements (results in figures 10–13).
In such cases, it is beneficial to explicitly compute the factoredness and sensitivity of an evaluation function and determine what trade-offs are needed.4

In this section we show how to compute the sensitivity and factoredness of evaluation functions using Monte Carlo methods. The degree of factoredness of an evaluation function as defined in Equation 1 shows how well an evaluation function is aligned with the system evaluation function (Agogino and Tumer, 2005). This value can range between one, for fully factored systems, and zero, for anti-factored systems. For an evaluation function, having a factoredness of one (e.g., difference evaluation) means that the evaluation function is always aligned with the global evaluation, that is, any change to a rover’s action that causes its evaluation to go up (or down) causes the global evaluation to go up (or down). Having high factoredness means that the evaluation function is aligned with the global evaluation for a large percentage of actions. Finally, having a factoredness of 0.5 means that an action that improves a rover’s evaluation function is as likely to improve the global evaluation as it is to reduce it (50-50 odds), which means the evaluation function is essentially irrelevant to the domain.

We now estimate factoredness for an evaluation function by taking the action, \(z_{i,t}\) for a rover \(i\) at a random time \(t\) and replacing it with a random action \(z'_{i,t}\). If \(n\) samples are taken, the factoredness for evaluation function \(g\) is estimated as:

\[
\frac{1}{n_d} \sum_{j=1}^{n} I_{\text{sgn}(g(z) - g(z - z_{i,t} + r'_{j}))} = \text{sgn}(G(z) - G(z - z_{i,t} + r'_{j}))
\] (10)

4Visualization of these functions over the domain state-space was used to analyze reinforcement learning rewards in Agogino and Tumer (2005).
Table 1: Factoredness and Sensitivity of Evaluation Functions

<table>
<thead>
<tr>
<th>Reward</th>
<th>Factoredness</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>1.0</td>
<td>0.94</td>
</tr>
<tr>
<td>$G$</td>
<td>1.0</td>
<td>0.11</td>
</tr>
<tr>
<td>$P$</td>
<td>0.64</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

where $I$ is an indicator operator, $r^j_{i,t}$ is the $j$th random action for rover $i$, and $n_d$ is the number of times the random action caused a change in $G$. This equation measures how many of the $n$ samples did the change in value of the evaluation function of interest align with the change in value of the global evaluation.

Along with factoredness, we are interested in the sensitivity of an evaluation function as defined previously in Equation 2: how sensitive the evaluation function is to the actions of the rover compared to the actions of all the other rovers. All other things being equal, having high sensitivity means a rover can more easily see the effects of its actions on its evaluation function and thus will be able to evolve good policies more quickly. As with factoredness, sensitivity can be approximated through sampling as:

$$\frac{1}{n} \sum_{j=1}^{n} \frac{\| g(z) - g(z - z_{i,t} + r^j_{i,t}) \|}{\| g(z) - g(z - z_{-i,t} + r_{-i,t}) \|}$$

(11)

where $z_{-i,t}$ equals $z_t - z_{i,t}$ and $r_{-i,t}$ is a random set of actions for all rovers other than $i$.

The factoredness and sensitivity were computed for the $D$, $G$, and $P$ evaluation functions. The results are given in table 1. These estimates were obtained with a total of 90,000 samples for factoredness (1,500 time steps $\times$ 30 agents $\times$ 2 samples) and 135,000 for sensitivity (1,500 $\times$ 30 $\times$ 3).

As expected, the $D$ evaluation function is fully factored: any action a rover takes to improve $D$ also improves $G$. However, notice that the $D$ evaluation function is more sensitive to the rover’s actions. While the $P$ evaluation has infinite sensitivity (since it is only a function of one rover), it has low factoredness. Due to the perfect sensitivity, rovers can maximize this evaluation more easily, but maximizing the $P$ evaluation may not lead to the maximization of the system evaluation because of this low factoredness.

While $D$ and $G$ are fully factored when there are no communication restrictions, they are not necessarily fully factored when there are communication restrictions. Intuitively, in this case there is not enough information for a rover to compute $D$ and $G$ accurately enough so that they are fully aligned with the true global evaluation function. Table 2 shows the factoredness and sensitivity calculations under communication limitations (for evaluation functions used in figures 10–11). The radius in which a rover can see other rovers and POIs and include their contribution in its computation of its evaluation is given in the second column. $D$ has superior factoredness properties even when a rover cannot communicate with most of the world. This is a striking result and explains the reasons for the performance of $D$ in all the experiments. The factoredness of $P$ is barely above 0.5, meaning it is mostly useless for this domain. As for $G$, only when communication becomes quite global does its factoredness reach good values.

The sensitivity of $D$ is always near one, though for a small communication radius, $G$ has a sensitivity larger than one. Intuitively this means that the $G$ evaluation with a
Table 2: Factoredness and Sensitivity of Evaluation Functions with Limited Communication and Sensing Capabilities

<table>
<thead>
<tr>
<th>Reward</th>
<th>Communication radius</th>
<th>Factoredness</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>10</td>
<td>0.79</td>
<td>1.0</td>
</tr>
<tr>
<td>$G$</td>
<td>10</td>
<td>0.66</td>
<td>3.4</td>
</tr>
<tr>
<td>$P$</td>
<td>10</td>
<td>0.56</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$D$</td>
<td>20</td>
<td>0.93</td>
<td>0.92</td>
</tr>
<tr>
<td>$G$</td>
<td>20</td>
<td>0.64</td>
<td>1.4</td>
</tr>
<tr>
<td>$P$</td>
<td>20</td>
<td>0.54</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$D$</td>
<td>50</td>
<td>1.0</td>
<td>0.95</td>
</tr>
<tr>
<td>$G$</td>
<td>50</td>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td>$P$</td>
<td>50</td>
<td>0.55</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>
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Figure 17: Factoredness and sensitivity of evaluation functions under communication restrictions.

communication radius of 10 depends more on a particular rover’s actions while the $D$ evaluation under similar restrictions depends as much on a particular rover’s actions as on the actions of other rovers. The sensitivity of $D$ is steady across a large range of communication settings. The sensitivity of $G$ on the other hand drops nearly linearly with increasing communication radius. The conclusion we draw from this experiment is that while low sensitivity hurts the system, it is the interaction between factoredness and sensitivity that is critical to good performance. Having high values of sensitivity that are not accompanied by high values of factoredness (e.g., small communication radius for $G$) does not provide good system behavior.

Figure 17 expands on these results and shows the factoredness and sensitivity of the evaluation functions under a communication radius ranging from 0 (rovers cannot see any other rovers or POIs) to 100 (rovers can see everything). This figure illustrates that the difference evaluation has both good sensitivity and factoredness across a wide
range of communication limitations. In contrast, the communication restricted global evaluation declines in factoredness dramatically as the communication radius shrinks, explaining its poor performance in Section 5.4.2. The communication limited evaluation \( P \) maintains a poor level of factoredness for all communication radiuses. Note that as the communication radius approaches zero, all the evaluations approach infinite sensitivity, but this is counterbalanced by their factoredness being low.

7 Discussion

Extending the success of evolutionary algorithms in continuous single-controller domains to large, distributed multi-controller domains has been a challenging endeavor. Unfortunately the direct approach of having a population of entire systems and applying the evolutionary algorithm to that population results in a prohibitively large search space in most cases. As an alternative, this paper presents a method for providing local evaluation functions to directly evolve individual components in the system. The fundamental research question addressed in this work is the method by which those individual evaluation functions are selected so that the components evolved to optimize those evaluation functions display coordinated behavior.

The solution to this problem is to ensure that the individual evaluation functions satisfy two important system level properties, alignment and sensitivity. In a wide range of dynamic environments, in the presence or absence of noise in the rover sensors/actuators and in the presence or absence of communication restrictions, systems evolved using the difference evaluation function \( D \), provided good solutions to the distributed control problem of rover coordination. Because the \( D \) evaluation function provided evaluations that were both factored and highly rover-sensitive, rovers evolved using \( D \) significantly outperformed rovers using \( P \) (nonfactored, perfectly rover sensitive) and \( G \) (fully factored, low sensitivity). This result also supports the intuition expressed in Section 2 that approach 3(a) (i.e., evolving rovers based on the fitness of the full system) is ill-suited to evolving effective control policies in all but the smallest systems. In addition, results highlight that approach 3(b) only works when the rover evaluation functions are selected in a principled manner.

An important observation is that in all experiments the gains due to \( D \) increased as the system became more realistic/complex (e.g., increased size, reduced observation). This is a powerful result suggesting that \( D \) is well suited to evolve large and communication limited systems in this and similar domains where the interaction among the components restricts the applicability of either \( G \) or \( P \) or both. In summary, this paper demonstrated the promise of using fitness evaluations with high factoredness and sensitivity to allow evolutionary computation methods to successfully evolve control policies for large distributed systems. The results show that coordination can evolve as a by-product of selecting the individual evaluation functions.

While this paper has shown how evolutionary methods using the difference evaluation function can provide robust results in difficult domains, there are still a number of challenging questions. One of those challenges is ensuring system robustness, or determining how to evolve a large complex system so that it operates when a certain number of components break down. This is crucial for applying this method to large complex systems operating in unknown and dangerous environments. The second challenge is transferability, or determining how a system can be first evolved in one environment and then continue to evolve new policies when deployed in a new environment. This is essential for systems that will operate for long periods of time and where the conditions
may change during the operation of the system. The results shown in this paper give promise that both those challenges can be met by evolving individual system components using the difference evaluation function, and we are currently investigating both lines of research.
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