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Previous estimates of the number of alleles, \( n \), at a self-sterility locus have been based on a method of Dobzhansky and Wright (1941). These authors showed that the probability of two things being of the same kind, when taken at random from a population composed of \( n \) different kinds, is \( \frac{1}{n} + n \sigma_p^2 \), where \( p \) is the proportion of any one kind. This was adapted to the case of the incompatibility locus by Bateman (1947), taking into account the working of the system, whereby the two alleles of every diploid individual must be different. In practice, estimates have been made from data which gave no evidence that the alleles differed in frequency. This is the situation expected in a population at equilibrium provided that there are no selective effects correlated with particular alleles. The value of \( p \) may then be assumed equal to \( \frac{1}{n} \) for all alleles, making the variance of \( p \) \( \sigma_p^2 \) zero, and the last term of Wright's formula disappears. The estimate then depends on the proportion of pairs of individuals in the sample that carry identical alleles.

In common with Bateman (1947) and Raper, Krongelb and Baxter (1958), it is assumed that the alleles going to make up an individual are associated at random, i.e. that the probability of any pair is \( \frac{1}{n(n-1)} \). Then the distribution of single alleles, as considered here, is as informative about the total number of alleles as the distribution of pairs. Thus the data from a fully analyzed sample may be reduced to the form \( a_1 \) alleles occurred once; \( a_2 \) alleles occurred twice; \( a_r \) alleles occurred \( r \) times; where \( \sum_r a_r = a_t \), the total number of different alleles in the sample, and \( \sum_r r a_r = 2m \), the number of alleles tested, two in each of the \( m \) individuals. As the above method does not make full use of the frequency data, it seems possible that it might not be fully efficient in the special case of all alleles being assumed equally frequent.

Consider the probability, \( P(1) \), of any given allele occurring once only in a sample of \( m \) individuals. It can occur as either of the two alleles in an individual which can be chosen in \( \binom{n}{2} \) ways. The probability of the other allele being different is unity, by the nature of the incompatibility system. Similarly, in each of the remaining \( (m - 1) \) individuals, the probability that one allele differs from
the given allele is \((1 - \frac{1}{n})\) and for the second allele \((1 - \frac{1}{n-1})\). Thus:

\[
P(1) = \binom{m}{1} \left( \frac{1}{n} \right) \left( 1 - \frac{1}{n} \right)^{m-1} \left( 1 - \frac{1}{n-1} \right)^{m-1}
\]

similarly \(P(2) = \binom{m}{2} \left( \frac{1}{n} \right)^2 \left( 1 - \frac{1}{n} \right)^{m-2} \left( 1 - \frac{1}{n-1} \right)^{m-2}\)

and \(P(r) = \binom{m}{r} \left( \frac{1}{n} \right)^r \left( 1 - \frac{1}{n} \right)^{m-r} \left( 1 - \frac{1}{n-1} \right)^{m-r}\).

Collecting together terms of the same power,

\[
P(r) = \binom{m}{r} \left( \frac{2}{n} \right)^r \left( 1 - \frac{2}{n} \right)^{m-r}
\]

which is the general term of the binomial \(\left[ \frac{2}{n} + \left( 1 - \frac{2}{n} \right) \right]^m\).

The observed frequency distribution of alleles in the sample is a truncated binomial since the number of alleles in the population not occurring in the sample (corresponding to the zero term of the series, \(P(0) = (1 - \frac{2}{n})^m\)) cannot be directly observed. The size of sample, \(m\), is fixed by the experimenter, but \(a_i\) may vary from sample to sample between the limits 2 and 2\(m\). It has been shown that the maximum likelihood estimation of \(p\) in the general case \((p + q)^m\) is obtained by equating the mean of the sample to its expectation (Haldane 1932; Fisher 1934):

\[
E (\text{mean}) = \frac{mp}{1 - q^m} = \frac{\sum_r a_r}{\sum_r r a_r}
\]

which becomes

\[
\frac{2m}{n[1 - (1 - \frac{2}{n})^m]} = \frac{2m}{a_i}
\]

that is

\[
n[1 - (1 - \frac{2}{n})^m] = a_i.
\]

The asymptotic variance of \(\hat{p} = 2/n\) is given by:

\[
V_\beta = \frac{pq(1 - q^m)^2}{a_i m(1 - q^m - mpq^{m-1})}
\]

Finney (1949) and Lejeune (1958), have tabulated functions allowing rapid solution of the above equation of estimation. However, both were concerned with the application of the method to the segregation of recessive traits in human families (Haldane 1932). Neither author considers samples greater than 20 nor values of \(p = 2/n\) below 0.01. Their tables are therefore unlikely to be of use with incompatibility data. However, it is no very laborious task to solve the equation for \(n\) by iteration. Fiducial limits can be calculated for the estimate of \(2/n\) from its variance, and hence for the estimate of \(n\).

This estimate may be regarded as the likely minimum number of alleles in the population, since any inadequacy of the assumption of equal frequency of alleles results in an underestimate of \(n\). This led Fisher (1947) to suggest that
upper fiducial limits should not be ascribed to $\hat{n}$. He pointed out, using data from *Trifolium pratense* (Williams and Williams 1947), that a moderate degree of variation in $p$ between alleles could account for the observed repetitions in the sample, even if the number of alleles, $n$, were infinite. Lower fiducial limits are not open to this criticism.

The maximum likelihood estimate of $n$ may be compared with Bateman's method in two sets of published data. Bateman (1947) used the data of Williams and Williams (1947) from two populations of *Trifolium pratense*, and Raper et al. (1960) estimated $n$ for the $A$ and $B$ mating type factors in *Schizophrullum commune*. Although little weight can be attached to upper fiducial limits, these have been calculated for comparison with the published figures and are shown in Table 1. The two methods give somewhat different values of $\hat{n}$ in any one sample, but neither gives a biased estimate. The upper fiducial interval may be larger in the maximum likelihood case, but the important lower interval is always smaller for a given value of $\hat{n}$. Where the sample size is large, i.e. of the same order as the number of alleles in the population (cf. line 4 of Table 1) both methods are efficient. In such a case, the lower fiducial limit may be fixed in practice by the number of different alleles observed in the sample, which clearly cannot exceed the actual number in the population. It may be noted that Raper et al. observed 56 different $B$ factors in their sample, yet give a lower five percent fiducial limit of $\hat{n}$ as 53. The advantage of the maximum likelihood method increases with higher ratios of $n:m$. Thus, in the second Trifolium population, in which the total number of alleles was about ten times the number of plants investigated, the five percent fiducial interval of the maximum likelihood estimate was only one half of the corresponding published figure.

**SUMMARY**

A maximum likelihood expression is derived for estimating the number of self-sterility alleles in a population, when the frequency of all alleles can be assumed equal. This method has the advantage of giving a smaller lower fiducial interval than the method previously used, particularly when the number of alleles is large compared with the size of the sample.
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