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ABSTRACT

Temporarily discontinuing the use of antibiotics has been proposed as a means to eliminate resistant bacteria by allowing sensitive clones to sweep through the population. In this study, we monitored a tetracycline-sensitive subpopulation that emerged during experimental evolution of E. coli K12 MG1655 carrying the multiresistance plasmid pB10 in the absence of antibiotics. The fraction of tetracycline-sensitive mutants increased slowly over 500 generations from 0.1 to 7%, and loss of resistance could be attributed to a recombination event that caused deletion of the tet operon. To help understand the population dynamics of these mutants, three mathematical models were developed that took into consideration recurrent mutations, increased host fitness (selection), or a combination of both mechanisms (full model). The data were best explained by the full model, which estimated a high mutation frequency (λ = 3.11 × 10⁻⁵) and a significant but small selection coefficient (σ = 0.007). This study emphasized the combined use of experimental data, mathematical models, and statistical methods to better understand and predict the dynamics of evolving bacterial populations, more specifically the possible consequences of discontinuing the use of antibiotics.

Today, numerous pathogens have developed resistance to one or multiple antibiotics (Cohen 1992), to such an extent it is called “an epidemic of microbial resistance” (Gibbons 1992). Aside from the constant search for new antibiotics that can be used against multidrug-resistant pathogens, another strategy is to lower or discontinue the use of a specific antibiotic against which resistance is widespread (Levy 1994; OTA 1995; WHO 1995, 2003; Lenski 1997). This approach assumes that antibiotic resistance imposes a fitness cost to the host (Spratt 1996; Andersson and Levin 1999; Bjorkman and Anderson 2000; Normark and Normark 2002) high enough for sensitive strains to have a selective advantage relative to resistant ones in the absence of the drug. Therefore, ending the use of a specific antibiotic would allow these sensitive strains to sweep through and replace the resistant population (Levin et al. 1997). An important mechanism by which bacteria acquire antibiotic resistance genes is through conjugative transfer of plasmids on which they are encoded. Many authors have observed that the carriage of an antibiotic resistance plasmid does indeed reduce the fitness of the host in the absence of antibiotics (Godwin and Slater 1979; Helling et al. 1981; Bouma and Lenski 1988; Modi and Adams 1991; Turner et al. 1998; Dahlberg and Chao 2003). Therefore, when plasmid-free segregants emerge, they might be expected to replace the resistant plasmid-containing population in the absence of selection for the plasmid. It has also been shown that the elimination of resistance genes from a plasmid can lower the burden of that plasmid. During an evolution experiment under glucose-limited conditions, Godwin and Slater (1979) observed that an initial population of Escherichia coli K12 that carried a multiple antibiotic resistance plasmid was replaced by a tetracycline-sensitive population that still carried a plasmid encoding the other resistance determinants. Also Dahlberg and Chao (2003) and Turner et al. (1998) detected different types of sensitive subpopulations in a multiresistant parent population. In a similar experiment with E. coli JA104 (pBR322Δ5), a plasmid variant that possessed a 2.25-kb deletion encompassing the tetracycline resistance operon arose, which resulted in a 10–20% fitness increase for the host compared to carriage of the wild-type plasmid (Modi et al. 1991). The population carrying this mutated plasmid increased steadily from 5 to 99% between the 380th and 560th generation, representing a clear selective sweep. These studies suggest that drug-sensitive mutants could replace the resistant
population after ending antibiotic treatment. In contrast, other reports have clearly shown that coevolution between plasmid-encoded genes and the host (Lenski et al. 1994) or compensatory mutations (Schrag et al. 1997; Andersson and Levin 1999) may result in resistant strains being equally as fit as or even fitter than their sensitive counterparts.

Mutations in bacteria that result in loss of resistance to a particular antibiotic are typically infrequent. The frequency of spontaneous mutations has been estimated to be in the range of $10^{-8}$ to $10^{-10}$ per base pair and per generation (Drake 1991; Andersson and Hughes 1996; Drake et al. 1998) and only a fraction of these mutations will convert a resistant phenotype into a sensitive one. Due to these low frequencies and the lack of direct detection of antibiotic-sensitive clones, such clones that arise within a resistant population are usually observed only once they sweep through the population due to a fitness advantage in the absence of the antibiotic.

In this study, we monitored the loss of antibiotic resistance in E. coli K12 populations that carried the multiple-antibiotic-resistant IncP1-β plasmid pB10 during a long-term evolution experiment in a medium without antibiotics. Our goal was to identify the molecular basis of the tetracycline sensitivity observed in the mutant population and to develop a mathematical model based on the data that helped explain the observed population dynamics, taking into account the associated mutation frequency and selection coefficient. This model was further used to generate predictions concerning the effects of cycling antibiotics on the decline of resistance levels.

**MATERIALS AND METHODS**

**Experimental procedures**

**Media:** Luria-Bertani broth (LB) medium and M9 minimal medium were prepared according to Sambrook and Russell (2001). Unless otherwise stated, antibiotics were used in the following concentrations: 10 mg/liter tetracycline (Tc), 50 mg/liter kanamycin (Km), 75 mg/liter amoxicillin (Amx), and 40 mg/liter streptomycin (Sm).

**Bacterial strains and plasmids:** The bacterial strains used were E. coli K12 MG1655 (ATCC 47076) and a Km-resistant variant (K12::Km) obtained by conjugation of E. coli K12 with E. coli S17/1λpir (pUTminiTn5Km) and selection on M9 + 0.4% lactose + Km. The 64.5-kb plasmid pB10 was isolated from the bacterial community of a wastewater treatment plant in Germany (Dröge et al. 2000) and has been sequenced (Schlueter et al. 2003). It has been identified as a self-transmissible broad-host-range IncP-1β plasmid and it mediates resistance against the antibiotics tetracycline, amoxicillin, sulfonamide, and streptomycin and against mercury ions. The plasmid was transferred from its original host E. coli DH5α to K12 and K12::Km through conjugation and selection on BBL MacConkey Agar supplemented with 15 mg/liter Sm and LBKmTc, respectively.

**Evolution experiment:** Experimental evolution of 10 independent lineages was accomplished by serial batch culture of each lineage for 500 generations in 10 ml M9 with 2 g/liter glucose as sole carbon source and 5 ml/liter stock E (Stanier et al. 1966) in 50-ml flasks, which were shaken at 225 rpm at 30°C. This medium supported a stationary-phase density of $\sim 4 \times 10^8$/ml. Five lineages were founded from E. coli K12(pB10) and five from E. coli K12::Km(pB10). Every 24 hr, 39 μl of each population was transferred to fresh media. The regimen permitted 8 generations of binary fission every day. At 100-generation intervals a 1-ml sample of each population was mixed with 0.3 ml glycerol and archived at $-80°C$. The founding populations were archived in the same way.

**Screening for tetracycline-sensitive clones:** At weekly intervals from day 14 on, a sample from three lineages of each K12(pB10) and K12::Km(pB10) was plated on LB and colonies were picked onto LB, LBAmx, and LB. Colonies that scored Tc“Amx”Sm” were archived at $-80°C$. From both archived start cultures, E. coli K12(pB10) and E. coli K12::Km(pB10), a sample was plated on LB and 1000 colonies were picked onto LB, LBAmx, and LB. Samples from the frozen cultures that were archived every 100 generations were plated on LB and colonies (see Table 1 for sample size) were picked onto LB, LBAmx, and LB.

**Plasmid extraction and restriction enzyme analysis:** Plasmids were extracted from cells grown in LB, LBAmx or LBAmx using the QIAprep spin miniprep kit according to the manufacturer’s instructions (QIAGEN, Valencia, CA) and digested with HindIII or NotI (Invitrogen, Carlsbad, CA). Samples were loaded on a 0.8% agarose gel and run for ~16.5 hr at 30 V. The gels were stained with ethidium bromide and the bands were visualized by UV light.

**PCR and sequencing:** PCR was used to assess the occurrence of recombination between the direct repeats that flank the tetracycline-resistance operon. These primers (forward, 5’-GACGG CCGGCTCGAGACAGTG; reverse, 5’-TTTGGTCGTCGCCCT TTGGGTAA) targeted the regions on the plasmid (Schlueter et al. 2003) just outside the direct repeat sequences as described previously (Flores et al. 2000). If no recombination has taken place and the tetracycline-resistance operon is still present in the plasmid, the annealed primers would be separated by an ~6.4-kb stretch and the PCR reaction would not continue. If recombination has occurred and the tetracycline-resistance genes have been lost, the primers would be separated by ~900 bp and a PCR product of that size would be formed. PCR products were cleaned with the MiniElute PCR purification kit according to the manufacturer’s instructions (QIAGEN).

To sequence the 900-bp fragment, 2 μl of PCR product was mixed with 1 μl of either the forward or the reverse primer and 3 μl ddH2O and put at 95°C for 5 min, after which it was cooled down to 50°C. Then, 4 μl of BigDye Terminator cycle sequencing ready reaction mix (Version 3.0; Perkin-Elmer, Foster City, CA) were added. Cycle sequencing conditions (Peltier Thermal Cycler-200; MJ Research, Reno, NV) were as follows: 95°C for 30 sec, 50°C for 20 sec, 60°C for 4 min, with a total of 44 cycles performed. The sequencing products were cleaned with the DyeEx 2.0 spin kit (QIAGEN) for dye-terminator removal, followed by vacuum centrifuging for 10 min, from the bacterial community of a wastewater treatment plant for 0.4% lactose.

**Electroporation:** To obtain ancestral strains carrying evolved, mutated pB10 plasmids, E. coli K12 cells were prepared for electroporation according to Endele and Farwell (1998). Approximately 200 ng of plasmid DNA was added to each of the cell suspensions and the mixtures were brought into electroporation cuvettes (1 mm gap, 100 μl volume; Eppendorf, Hamburg, Germany) and electroporated at 2.5 kV (25 μF, 200 Ω). The suspensions were then immediately transferred to SOC medium (Sambrook and Russell 2001), incu-
hated for 1 hr at 37°C, and plated on selective media after which the presence of the appropriate plasmid was confirmed.

**Competition experiments:** Competition experiments were performed by mixing overnight cultures of the two competitors grown in M9 + 2 g/liter glucose + 5 ml/liter stock E in a 1/100 ratio. For each experiment, six to eight replicate cultures were tested. The cultures were transferred every 24 hr into fresh media (39 μl inocula into 10 ml of fresh media). After two transfers, the ratio of the two competitors was determined by selective plating. Using these data, the relative fitness was calculated as described previously (Lenski et al. 1991). Subsequently, the selection coefficient, \( s = W - 1 \) (Lenski et al. 1991), was calculated and a \( t \)-test was performed to determine if the \( s \)-value was significantly different from zero. A \( t \)-test was also performed to detect significant differences between different \( s \)-values.

**Mathematical models and statistical methodology**

**Modeling the experimental evolutionary process:** The experimental evolutionary process described above consisted of daily growth periods, wherein the populations multiplied in a neutral environment for \( t \) generations (\( t = 8 \)), interspersed by daily bottlenecks of 39 μl/10,000 μl. We define a cycle as the combination of a growth period and a bottleneck and a neutral environment as one that does not contain any antibiotics. The growth period of any cycle might encompass the event of a deletion mutation occurring at random and resulting in a plasmid without \( tet \) operon. We refer to cells with a mutated plasmid as mutants.

We assumed the mutation process to be unidirectional; i.e., the cells can lose the Tc resistance but cannot gain it. We denote the average number of mutants at a certain time \( t \) by \( m \) and the average of the remaining wild-type cells in period \( t \) by \( n \). Therefore, the total population at time \( t \) is the sum of \( m \) and \( n \). At any generation, mutants increase due to (i) growth of the mutants from the previous generation, which occurs at a rate \( 2^{t+\sigma} \) with \( \sigma \) being the selection coefficient and (ii) mutation of wild-type cells at rate \( \lambda \). The following recursive equation captures the average number of mutants at time \( t \):

\[
m_t = 2^{t+\sigma} m_{t-1} + 2\lambda n_{t-1}.
\]

Using the no-back-mutation assumption, the average number of nonmutants at any time \( t \) is given by

\[
n_t = 2(1 - \lambda) n_{t-1}.
\]

The average fraction of mutants available at any time \( t \) is

\[
\beta_t(\beta_0, \sigma, \lambda) = \frac{m_t}{m_t + n_t}.
\]

\( \beta_t \) represents the fraction of mutants that might already be available at the start of the experiment.

Every cycle \( k \) encompasses \( t \) generations. Joyce et al. (2005) showed that for the purposes of statistical analysis one can assume that the fraction of mutants at the end of each cycle, \( \beta_k \), is deterministic and unaffected by the bottleneck. While the results of Joyce et al. (2005) were derived for the special case where \( \sigma = 0 \), it can be shown both analytically and by simulation that the effect of the bottleneck on the variation of the process is strongest when \( \sigma = 0 \). So even in the case where the highest amount of variation due to the bottleneck is expected, the effect is still negligible.] Time can be measured using \( lk \) to reflect the cyclic behavior of the system. Equation 3 becomes

\[
\beta_k(\beta_0, \sigma, \lambda) = \frac{m_k}{m_k + n_k}.
\]

Solving this recursion (Appendix B) results in the following general equation:

\[
\beta_k(\beta_0, \sigma, \lambda) = \frac{2^k \beta_0 (2^\sigma - (1 - \lambda)) + \lambda (1 - \beta_0) (2^\sigma - (1 - \lambda)^k)}{2^k \beta_0 (2^\sigma - (1 - \lambda)) + \lambda (1 - \beta_0) (2^\sigma - (1 - \lambda)^k) + (1 - \lambda)^k (1 - \beta_0) (2^\sigma - (1 - \lambda))}.
\]

Equation 5 assumes that both mutation (at rate \( \lambda \)) and selection of mutants (represented by the selection coefficient \( \sigma \)) affect the population dynamics. This equation is readily interpretable. The denominator is composed of three parts: \( 2^k \beta_0 (2^\sigma - (1 - \lambda)) \) represents the growth of initial mutants, \( \lambda (1 - \beta_0) (2^\sigma - (1 - \lambda)^k) \) represents the formation and growth of new mutants during evolution, and \( (1 - \lambda)^k (1 - \beta_0) (2^\sigma - (1 - \lambda)) \) represents the growth of Tc\( \delta \) cells. The numerator involves the first two terms and describes the formation and growth of mutants. When there is no fitness difference between the mutants and the wild type we can set the selection coefficient \( \sigma \) to zero. Equation 5 becomes

\[
\beta_k(\beta_0, 0, \lambda) = 1 - (1 - \beta_0) (1 - \lambda)^k.
\]

Then the increase in fraction of mutants in the population is due solely to mutation. When there is no mutation effect, \( \lambda \) can be set equal to zero, and the relative increase in mutants is modeled only by the selective growth advantage:

\[
\beta_k(\beta_0, \sigma, 0) = \frac{\beta_0 2^{k(1+\sigma)}}{\beta_0 2^{k(1+\sigma)} + 2^\sigma (1 - \beta_0)}.
\]

**Modeling the sampling process:** Samples were taken every 100 generations and diluted and plated to screen for tetracycline-sensitive clones. The used sample sizes, from 42 to 1000 colonies, were very small compared to the bottleneck imposed (~10⁵ transferred cells) and can result in a magnification of stochastic effects (Joyce et al. 2005); i.e., the numbers of mutants observed on the basis of such a sampling method might fluctuate merely due to the randomness of this sampling process. We call such an effect “observational error” and use a stochastic model in the analysis of this process. A stochastic model that fits such a process is a binomial sampling process. In a sample of size \( D_k \), taken at the \( k \)th day, each individual has a probability \( \beta_k \) of being a mutant and \( 1 - \beta_k \) of being a wild type. If \( \beta_k \) is small we can approximate this model to a Poisson model with parameter \( \beta_k D_k \), representing the expected number of mutants in a sample. Letting this number of mutants from culture \( i \) at the end of day \( k \), \( S_{ik} \), be a random variable, then \( S_{ik} \) is modeled by

\[
S_{ik} \sim \text{BIN}(D_k, \beta_k) \approx \text{POI}(D_k \beta_k).
\]

\[
P(S_{ik} = s_k) = \frac{(D_k \beta_k)^s_k e^{-D_k \beta_k}}{s_k!}.
\]

**Statistical analysis:** Equation 8 presents the main model used in our data analysis and provides the link between the mathematical modeling and the statistical analysis, which proceeded in three stages. First, the model was fitted to the data using a maximum-likelihood approach. We estimated the mutation rate \( \lambda \) under the mutation-alone model and estimated the selection coefficient \( \sigma \) under the selection-alone model. Both parameters (\( \lambda, \sigma \)) were jointly estimated under the general (mutation and selection) model. Next, we determined whether any of the models adequately described the data using an absolute goodness-of-fit test and a parametric bootstrap approach. Finally, we assessed the relative fit of the model by comparing the simpler cases (mutation alone, selection alone)
to the general model by using a likelihood-ratio test and a parametric bootstrap approach.

Parameter estimation: To estimate the parameters $\lambda$, $\sigma$, $\beta_0$, we used the method of maximum likelihood (Bain and Engelhardt 1991; Rice 1995). The probability of a data set $S = \{s_k\}$ given the model $M$ is referred to as the likelihood of that data set under the model. Using the Poisson model approximation (Equation 8) and assuming that we have $n$ independent replicates per cycle $k$ and that these replicates are independent across cycles, the likelihood of the data set $S$ given the model is

$$P(S|D_k, \lambda, \sigma, \beta_0) = \prod_{k=1}^{n} \sum_{s_k} P(s_k|D_k, \lambda, \sigma, \beta_0).$$

Multiple methods are available for maximizing the likelihood of the data. We used the Nelder-Mead algorithm (Nelder and Mead 1965) implemented in both MatLab6.5 and R1.6.2 (GNU license). The resulting estimated parameters are referred to as the maximum-likelihood estimates (MLEs). Programs, using MatLab6.5 and R1.6.2 (http://www.r-project.org), were developed for these estimations. For more details, see附录c and the user’s manual that can be downloaded along with the program.

Absolute goodness of fit: The absolute goodness-of-fit test for each of the three models considered is based on the null hypothesis that the data are Poisson distributed with $E(s_k) = \mu_k$ against the alternative that each $s_k$ is Poisson distributed with a different mean $\mu_k$ (Rice 1995). The associated likelihood-ratio test (LRT) statistic $\Lambda$ is derived in附录c and given by

$$\Lambda = \prod_{k=1}^n \frac{D_k \beta_0^e e^{-\beta_0 e}}{s_k!},$$

where $\beta_0$ is the estimated proportion of mutants at the end of the $k$th cycle, computed by replacing the null-model parameters by the MLEs in the solution of Equation 4. The solution equation needed changes depending on which model is tested (see Equations 5–7). By the invariance principle of the MLEs in the solution of Equation 4. The solution of the

$$\sum_{k=1}^n \sum_{s_k} P(s_k|D_k, \lambda, \sigma, \beta_0) = \prod_{k=1}^n \sum_{s_k} P(s_k|D_k, \lambda, \sigma, \beta_0).$$

We used a parametric bootstrap (Efron and Tibshirani 1993) to estimate the distribution of this $-2 \ln \Lambda$ test statistic. For each case, 2000 data sets were simulated under the Poisson distribution of the null model, taking its MLEs to be the true parameter values. Then we estimated the MLEs for each of the simulated data sets, thus generating a sampling distribution for these MLEs. This sampling distribution was used to construct confidence intervals and confidence regions for the MLEs associated with the actual data. Applying Equation 11 to each of the simulated data sets and their associated MLEs we generated a distribution of the $-2 \ln \Lambda$ test statistic. The proportion of times that the simulated $-2 \ln \Lambda$ values were greater than the $-2 \ln \Lambda$ calculated using the actual data set resulted in a P-value. This proportion is an estimate of the probability that a LRT value greater than or equal to the one observed would actually occur given that the hypothesized model is true.

It is interesting to note that if the above model assumptions are accurate, then one can gain the same amount of information from a single replicate with samples of size $r \times n$ at various time points as by taking samples of size $n$ for each of $r$ replicated experiments. Since replicating the experiment is more time consuming and expensive than simply taking larger samples, one might think that our article argues against replication. However, one has a much better chance of detecting violations of model assumptions if one replicates the experiment. Our program can be downloaded at the website http://www.webpages.uidaho.edu/~joyce/Lab page/Evo-x.html. The user’s manual that can be downloaded along with the program provides detailed information on the effect of departures from model assumptions and how to test for these departures.

Comparing the different models: We compared the mutation-alone and the selection-alone models to the full model. The likelihood-ratio test statistic needed to compare the mutation-alone model to the full model is given by

$$\Lambda_{\mu-F} = \frac{L_0(\beta_0, \hat{\lambda})}{L(\beta_0, \hat{\sigma}, \hat{\lambda})} = \frac{L_0(\beta_0, \hat{\lambda})}{L(\beta_0, \hat{\sigma}, \hat{\lambda})},$$

where $L$ is the likelihood function as defined in Equation 9, $(\hat{\beta}_0, \hat{\sigma}, \hat{\lambda})$ are the MLEs, and $L_0(\beta_0, \hat{\lambda})$ and $L(\beta_0, \hat{\sigma}, \hat{\lambda})$ are the absolute goodness-of-fit likelihood test statistics (Equation 10) for the mutation-alone and the full models, respectively. Taking the natural log the following equation was obtained:

$$-2 \ln(\Lambda_{\mu-F}) = -2 \ln(L_0(\beta_0, \hat{\lambda})) + 2 \ln(L(\beta_0, \hat{\sigma}, \hat{\lambda})).$$

A similar setup for the comparison of the selection-alone model to the full model results in

$$-2 \ln(\Lambda_{\sigma-F}) = -2 \ln(L(\beta_0, \hat{\sigma})) + 2 \ln(L(\beta_0, \hat{\sigma}, \hat{\lambda})).$$

A 2000-replicates parametric bootstrap was also used to generate the distribution of the LRT. MatLab6.5 and R1.6.2 (http://www.r-project.org) programs in the S language were also developed for this analysis and are also available at http://www.webpages.uidaho.edu/~joyce/Lab page/Evo-x.html.

RESULTS

Experimental results: Detection of tetracycline-sensitive clones: We sought to monitor the loss of antibiotic resistance in an E. coli K12 population carrying the multiresistance plasmid pB10 during a long-term evolution experiment in a medium without antibiotics. To do this, 10 independent lineages were evolved for ~500 generations in serial batch cultures. Loss of resistance to tetracycline or amoxicillin was monitored weekly in 6 of the 10 lines starting from day 14, as well as in the 2 founding cultures. Tetracycline sensitive (TeS) clones were detected in the founding cultures (0.15%) and their frequency gradually increased on average over 500 generations to ~6% (Joyce et al. 2005). All but one of the TeS clones were still resistant to amoxicillin and streptomycin, indicating a very high plasmid maintenance. Since the frequency of the TeS clones was rather variable, probably due to the small sample size (maximum of 52 clones per culture per time point), a new sampling scheme that fixed the relative error rate at 0.21 was derived (Joyce et al. 2005). This allowed us to more precisely determine the fraction of the TeS mutants in all 10 available cultures that were archived every 100th
TABLE 1
Fraction of tetracycline-sensitive mutants found in 10 parallel and independent lineages over 504 generations, as well as the predicted fractions under the three models

<table>
<thead>
<tr>
<th>Generation</th>
<th>Sample size</th>
<th>Observed fractions</th>
<th>Predicted fractions</th>
</tr>
</thead>
<tbody>
<tr>
<td>lk</td>
<td>Dk</td>
<td>WT1: s1, WT2: s2, WT3: s3, WT4: s4, WT5: s5</td>
<td>Km1: s1, Km2: s2, Km3: s3, Km4: s4, Km5: s5</td>
</tr>
<tr>
<td>0</td>
<td>1000</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>104</td>
<td>208</td>
<td>0.010</td>
<td>0.000</td>
</tr>
<tr>
<td>200</td>
<td>104</td>
<td>0.010</td>
<td>0.019</td>
</tr>
<tr>
<td>304</td>
<td>67</td>
<td>0.015</td>
<td>0.060</td>
</tr>
<tr>
<td>400</td>
<td>52</td>
<td>0.058</td>
<td>0.058</td>
</tr>
<tr>
<td>504</td>
<td>44</td>
<td>0.045</td>
<td>0.136</td>
</tr>
</tbody>
</table>

Each independent lineage is labeled as either WT1–5 [E. coli K12(pB10) lineages] or Km1–5 [E. coli K12::Km(pB10) lineages]. lk denotes the cycle and the number of generations per cycle (l = 8). Dk is the number of clones screened and si (i = 1, 2, 3, …10) is the observed fraction of mutants for each replicate i at cycle k. M & S, mutation and selection model; S, selection-alone model; M, mutation-alone model.

generation. As shown in Table 1, the fractions of mutants observed in these new samples showed a clear increasing trend over time. All Tc3 clones obtained were still resistant to amoxicillin, indicating that they had not lost the entire plasmid.

Characterization of the plasmids of tetracycline-sensitive mutants: To examine whether the loss of tetracycline resistance was due to deletions or rearrangements in the plasmid, restriction fragment length polymorphisms (RFLPs) of the plasmids were determined. Comparison of these RFLPs with the theoretical restriction map of plasmid pB10 (Schlüter et al. 2003) showed that the plasmids of all 73 sensitive clones examined lacked a 7057-bp HindIII fragment, whereas the patterns of randomly picked Tc3 clones were not different from that of the ancestral plasmid (Figure 1). A NotI restriction analysis performed on a few Tc3 clones showed that the 13,920-bp NotI fragment was not present in their plasmids. Analysis of the plasmid sequence revealed that the differences in RFLPs arose as the result of deletion of a 5.5-kb region that included the tetracycline-resistance operon (tetA, tetR) and was flanked by two direct repeats of 863 bp. This suggests that the sensitivity to tetracycline in the mutants was due to deletion of the tet operon by recombination between the direct repeats. To further analyze this deletion event, this region of plasmids from 18 mutants from six different lineages was amplified using primers described above and sequenced. All PCR products obtained from the sensitive clones showed identical DNA sequences, in which only one of the direct repeats was still present and the sequence in between the repeats was absent. This indicated that the deletion of the tetracycline-resistance operon was caused by a recombination event between the two flanking direct repeats.

Competition experiments: To investigate the effects of the mutated plasmid on host fitness, the ancestral host K12::Km was transformed with a mutated plasmid isolated from a clone obtained at generation 500 [yielding K12::Km(pM57)], and this strain was competed against the ancestral host with ancestral plasmid K12(pB10). The selection coefficient (s-value) was 0.0273, which was not significantly different (P = 0.974) from the s-value (0.0271) of the control experiment that detected fitness differences due to the chromosomal marker [K12::Km (pB10) vs. K12(pB10)]. The results of these pairwise competition experiments suggest that deletion of the plasmid fragment containing the tet operon did not measurably increase the host fitness. Therefore it ap-

Figure 1.—HindIII RFLP patterns of ancestral and evolved plasmids. Lanes 1 and 7, 1-kb extended ladder, 5 μg and 10 μg, respectively; lane 2, ancestral pB10; lanes 3 and 4, plasmid DNA from Tc3 mutants; lanes 5 and 6, plasmid DNA from evolved Tc3 clones. Arrow indicates missing band in Tc3 mutants. Colors were inverted and brightness and contrast were adjusted to enhance the quality of the image.
TABLE 2

Maximum-likelihood parameter estimators and their 95% confidence intervals for each model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Selection-alone</th>
<th>Mutation-alone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_0$</td>
<td>$2.5\times 10^{-2}$</td>
<td>$5.1\times 10^{-4}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>$6.19 \times 10^{-3}$</td>
<td>$1.20 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$4.38 \times 10^{-3}$</td>
<td>$5.00 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

The lower and upper confidence limits are found by taking the 2.5 and 97.5% percentiles, respectively, of the bootstrap distribution under each model. MLE, maximum-likelihood parameter estimator; $\beta_0$, initial fraction of mutants; $\sigma$, selection coefficient; $\lambda$, mutation rate.

The lower and upper confidence limits are found by taking the 2.5 and 97.5% percentiles, respectively, of the bootstrap distribution under each model. MLE, maximum-likelihood parameter estimator; $\beta_0$, initial fraction of mutants; $\sigma$, selection coefficient; $\lambda$, mutation rate.

This important result suggests that both selection and frequency of mutants could not be attributed to a selective advantage.

**Modeling and statistical analysis:** Parameter estimates and confidence intervals: A mathematical model was developed to capture the observed dynamics of the TcS mutants in the population. Overall, the data analysis strongly indicated that both selection and frequency of mutation, as described by the full model, seemed to affect the population dynamics of the mutants. Neither selection alone nor mutation alone could explain the observed patterns of population increase as well as the full model did. Using the full model, the selection coefficient $\sigma$ was estimated to be 0.00699 and the rate of mutation $\lambda$ was estimated to be $3.11 \times 10^{-4}$/generation (Table 2). The MLEs and their confidence intervals were significantly different from zero in each of the three cases.

Further corroborations of this conclusion are indicated in Figure 2, which presents the bootstrapped joint 94.8% confidence region for the mutation rate $\lambda$ and the selection coefficient $\sigma$ of the full model. This region excludes zero, indicating that the parameter estimates are significant positive quantities. The joint confidence region can be thought of as an inverted likelihood-ratio test: it is the set of all the parameter values consistent with the hypothesized model. The MLE of the selection coefficient increased by 142% in the selection-alone model compared to its estimated value using the full model. This increase compensates for the absence of mutation in this model. When considering mutation alone in the model, the MLE of the mutation rate increased by 303% from its value calculated using the full model. The third parameter, the initial fraction of mutants $\beta_0$, was estimated under each model and also found to be significantly different from zero (Table 2).

**Testing the models:** Utilizing the MLEs and each of the three models, we calculated the average proportion of the mutants at the end of each of the sampled generations (Table 1). These predictions were used to construct Figure 3. The closer the dispersion of the circles around the curves in Figure 3A or the diagonal solid line in Figure 3B, the better the fit. On the basis of this, both the mutation and the selection and the selection-alone models seem to be fitting the data better than the mutation-alone model, which drastically underestimated the mean mutant proportions toward the end of the experiment. Table 3 introduces the bootstrapped likelihood-ratio results for both the absolute goodness-of-fit tests and the model-comparison tests. The $P$-value of the absolute goodness-of-fit tests confirmed that the proposed full and selection-alone models fit the data quite well, while the mutation-alone model ($P$-value $= 0.0065$) does not. The $P$-values associated with testing the selection-alone and the mutation-alone models against the full model were 0.0025 and 0.00, respectively. This provides clear statistical evidence that the full model is significantly better than the other two simple models. This important result suggests that both selection and
Figure 2.—Plot of the joint 94.8% bootstrapped confidence region for both the mutation rate $\lambda$ and the selection coefficient $\sigma$. The solid diamonds represent the joint parameter estimate of the mutation rate $\lambda$ and the selection coefficient $\sigma$.

The bootstrap vs. the asymptotic theory: Under certain regularity conditions that guarantee that the MLEs are asymptotically normally distributed, the $-2\ln(\Lambda)$ test statistic (plotted in Figure 4 for each model) is $\chi^2$ distributed in the limit as the sample size increases (BICKEL and DOKSUM 1977; SELF and LIANG 1987; BAIN and ENGELHARDT 1991). Accordingly, it is tempting to use the asymptotic theory rather than the bootstrap in hypothesis testing; the $\chi^2$ distribution is readily tabulated and only degrees of freedom have to be known to find the $P$-values. However, our simulations definitely showed that the asymptotic $\chi^2$ distribution was not valid (results not shown). The use of the $\chi^2$ distribution resulted in overly conservative incorrect $P$-values and hence a higher tendency to reject the null when true (higher type I error). Moreover, the selection-alone model lends itself to a special boundary problem when the mutation rate is set to zero as the mutation rate cannot be negative. The asymptotic distribution in this case is not the regular $\chi^2$ distribution under the general theory but a tighter mixed distribution (SELF and LIANG 1987). The parametric bootstrap approach does not rely on asymptotic theory and provides the correct sampling distributions under the model assumptions.

**DISCUSSION**

We observed a gradual increase in the frequency of a tetracycline-sensitive subpopulation during experimental evolution of *E. coli* K12(pB10) in the absence of antibiotics and showed that this phenotypic change was caused by deletion of the plasmid-encoded *tet* operon. The extent to which these tetracycline-sensitive mutants sweep through a population and replace the residing resistant clones was determined by the mutation rate and the selection coefficient associated with this phenotypic and genotypic change. Therefore we estimated the values of these two parameters by mathematically modeling the dynamics of the tetracycline-sensitive subpopulation. Such a modeling approach has not been used previously in similar studies (GODWIN and SLATER 1979; TURNER et al. 1998; DAHLBERG and CHAO 2003), where sweeps of antibiotic-sensitive mutants were observed during experimental evolution. We report here a very high mutation frequency in agreement with the nature of the mutation and a low selection coefficient that could not be detected by means of com-
petition experiments. Rejecting both the mutation-alone and selection-alone models with high statistical significance in favor of the full model (mutation and selection) highlighted the strong impact of both mutation and selection together on the dynamics of the sensitive subpopulation.

As confirmed by sequencing, the loss of tetracycline resistance in all sensitive clones examined can be attributed to a recombination event between two direct repeats present on the plasmid that are flanking the tet operon. According to the parameter estimates of the “mutation and selection” model, the frequency of the deletion of the tet operon was determined to be 3.11 × 10⁻⁶/generation. This value corresponds fairly well with the estimate we obtained experimentally by determining the fraction of Tc⁺ mutants in a colony grown overnight on LB agar, founded by a cell from an overnight culture of K12(pB10) in LBTc. Out of 941 clones screened within the colony, 3 had lost the tet operon after ~26 generations [= log₂(10⁸)], yielding a deletion frequency of ~1.2 × 10⁻⁵/generation. This high mutation frequency is due to the specific nature of the mutation, namely a recombination event. In general, recombination frequencies have been reported from as high as 10⁻³ to as low as 10⁻¹¹ (Dianov et al. 1991; Mazin et al. 1991; Lovett et al. 1994; Bi and Liu 1996) depending on the length of the direct repeats and the distance between them. Considering the long direct repeats (863 bp) flanking the tet operon and the large fragment being deleted (5.5 kb), the estimated high mutation frequency of 3.11 × 10⁻⁶/generation is in agreement with the range of values previously described. Thus, in the absence of antibiotics, this fragment containing the tet operon was systematically lost at a fairly high rate, causing a tetracycline-sensitive subpopulation to emerge and expand initially according to a linear pattern. In the absence of selection, continuous deletion events would result in a steady increase of the Tc⁺ population as described by the “mutation-alone” model (Figure 3A).

In addition to deletions of resistance genes from a plasmid, the loss of the entire plasmid itself could also cause resistance to decline in a bacterial population. Although the fitness cost of carrying the plasmid pB10 was estimated to be 0.02 (our unpublished data), only

<table>
<thead>
<tr>
<th>Model</th>
<th>-2 ln(Λ)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation and selection</td>
<td>59.169</td>
<td>0.3395</td>
</tr>
<tr>
<td>Selection alone</td>
<td>63.551</td>
<td>0.2440</td>
</tr>
<tr>
<td>Mutation alone</td>
<td>73.848</td>
<td>0.0650</td>
</tr>
<tr>
<td>Selection vs. mutation and selection</td>
<td>4.381</td>
<td>0.0025</td>
</tr>
<tr>
<td>Mutation vs. mutation and selection</td>
<td>14.678</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

In the first three rows, the P-value is an estimate of the probability that a -2 ln Λ worth greater than or equal to the one observed would actually occur given that the hypothesized model is true. For the last two rows, it gives an estimate of the probability that a difference in model scores would be as large as or larger than the one actually seen if the data came from the selection-alone and mutation-alone models, respectively.
Modeling Antibiotic Resistance Loss

one plasmid-free segregant out of 7086 screened clones was detected during the 500 generations of evolution. This indicates that the plasmid was very stably maintained, which is a known characteristic for IncP-1β plasmids (Thomas 2004), or that plasmid-free segregants were rapidly reinfected by plasmid-carrying cells (Thomas 2004). A similar observation has recently been made by Dahlberg and Chao (2003), where during 1100 generations no plasmid-free cells were ever detected in R1- or RP4-bearing populations under antibiotic-free conditions, although a large fitness cost for carrying the plasmid had been determined. These results suggest that even though resistance plasmids confer a cost to their host, plasmid-free segregants will not necessarily form and thus cannot sweep through the population, thereby lowering the level of resistance. It also follows that the loss of one resistance gene on a multiresistance plasmid such as pB10 may still leave the host with other plasmid-encoded resistance determinants.

In competition experiments, we did not detect a significant fitness advantage for the ancestral E. coli K12 carrying a deleted evolved plasmid compared to carrying the ancestral plasmid. On the other hand, the parameter estimate of the selection coefficient under the mutation and selection model was determined to be 0.007 and statistically significantly different from zero. Selection coefficients of <1% are considered to be quite low and difficult or even impossible to detect with statistical significance in a competition experiment (Levin et al. 1997; Andersson and Levin 1999). This is probably due to experimental error and stochasticity, which introduces considerable variation between replicate competition experiments, lowering the statistical power of the test. Ideally, competition experiments are conducted only for one growth cycle (Lenski et al. 1991; Dahlberg and Chao 2003), although an increased sensitivity can be obtained by measuring fitness over several cycles (Dahlberg and Chao 2003). However, in the latter case, mutations, not just those at the tet locus but also in the chromosome, could be a confounding factor that can influence the competition process in the long run. Both the mutant and ancestral populations would continue to evolve during a long competition experiment and one would have a difficult time trying to demonstrate that the differences in fitness were due to the original mutation, i.e., the tet deletion. In our study competition experiments were already run for three growth cycles, or 24 generations, and extending this period is thus not recommended. In our view the strength of the modeling effort lies in its ability to produce a better way of detecting small fitness differences between evolved and ancestral strains compared to a competition experiment. This was achieved by reproducing the observed patterns on the basis of hypothesized processes (mutation and selection acting together) and provided appropriate explanations and predictions. Furthermore, the proposed processes were adequately tested statistically.

The small cost imposed by the tetracycline-resistance determinant encoded on plasmid pB10 may be explained by the presence of the repressor TetR, which represses expression of tetA in the absence of tetracycline. This is in agreement with previous studies, which concluded...
that deletion of a constitutively expressed plasmid-encoded *tet* operon drastically increased host fitness in the absence of tetracycline (Modi et al. 1991), but that carrying an inducible tetracycline-resistance operon imposes essentially no burden (Lee and Edlin 1985; Nguyen et al. 1989).

The rigorous combination of mathematical modeling, statistical methods, and biological experiments, applied in this work, is rarely seen in our field. Lenski et al. (1991) used a regression framework to fit an evolutionary model to their data, including only selection, and compared the differences between the fitnesses of their bacterial lineages using ANOVA. They also introduced models to explain the dynamics of their experiments that included the mutation rate although did not estimate parameters for these models using the data. Instead, they used their fitness estimate and an estimate of the effective population size to infer the mutation rate associated with some of these models. Austin et al. (1999) have fit a model to data on occurrence of resistance levels in hospitals and estimated the corresponding parameters, using weighted least squares, but they did not thoroughly evaluate its goodness of fit, nor did they test the significance of their parameters. In contrast, we used the method of maximum likelihood (Fisher 1922) to fit our models and estimated the associated parameters on the basis of the experimental data. Likelihood-ratio tests and the parametric bootstrap were used to evaluate the goodness of fit and to quantify our confidence in these models. Many studies present mathematical models that describe evolutionary processes involving bacteria (Bonhoeffer et al. 1997; Levin et al. 1997; Otto and Whitlock 1997; Bengtstrom et al. 2000; Wahl and Krakauer 2000; Wahl and Gerrish 2001; Johnson and Barton 2002; Martiel 2002; Wahl et al. 2002). In general, such studies focus more on presenting the model itself and often do not fit experimental data to the model. In the few cases where these studies involve data (Levin et al. 1997; Wahl and Krakauer 2000; Wahl et al. 2002), these are usually used to compare against the results of the suggested model. This is quite different from our approach where we formally fitted the model to the data.

In response to the widespread emergence of multiresistant pathogens, a number of measures have been proposed to reverse this trend, including cycling different antibiotics and reductions of antibiotic use (Levy 1994; O TA 1995; WHO 1995; Bonhoeffer et al. 1997; Lenski 1997; WHO 2003). It is believed that this will allow sensitive clones with a selective advantage to sweep through the population and thereby eliminate their resistant counterpart (Levin et al. 1997) as seen by Modi et al. (1991) in evolution experiments. Our study shows that such elimination of drug resistance proceeds very slowly when the cost of resistance is very small. Yet even such a small selective advantage is of great importance in the long run, as shown by comparison of predictions made by the mutation-alone and the full model (Table 4). The mutation-alone model predicts that even with the high estimated mutation rate, replacing 99.9% of the resistant population with TcS mutants would take between 21 and 32 years at eight generations per day. However, when including the small drug-resistance cost (σ = 0.007) in the mutation and selection model, such a replacement of 99.9% would take only between 0.55 and 1.83 years. To reach the same replacement level in 5 weeks on average, the resistance cost should be at least 0.06, which is realistic for a constitutively expressed tetracycline operon on a high-copy-number plasmid. This is quite different from our approach where we formally fitted the model to the data.

### Table 4

<table>
<thead>
<tr>
<th></th>
<th>Mutation alone</th>
<th>Mutation and selection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (yr) to replace</td>
<td>λ</td>
</tr>
<tr>
<td></td>
<td>99.9%</td>
<td>99.9999%</td>
</tr>
<tr>
<td>1st CL</td>
<td>7.39 x 10^{-5}</td>
<td>32.01</td>
</tr>
<tr>
<td>MLE</td>
<td>9.40 x 10^{-5}</td>
<td>25.14</td>
</tr>
<tr>
<td>2nd CL</td>
<td>1.14 x 10^{-4}</td>
<td>20.75</td>
</tr>
</tbody>
</table>

Predicted time required to displace the resistant population to 1/1000 (99.9% sensitive) and to 1/1,000,000 (99.9999% sensitive) under the mutation-alone model and the mutation and selection model is shown. 1st CL and 2nd CL represent the limits of a 95% confidence interval. MLE is the maximum-likelihood estimator.
HEINEMANN et al. 2000). Thus, as a guideline for designing new antibiotics, our results support the statement made earlier (BJORKMAN and ANDERSON 2000) that the cost for bacteria to acquire and maintain resistance to drugs should be as high as possible, and that models can be used to estimate this cost.

We realize that our model simulates the population dynamics only under the conditions of the evolution experiment, and that predictions made for time points far away from our experimental data should be interpreted with caution. However, as stated by Bruce Levin (LEVIN 1997, p. 149), “mathematical models with empirical estimates of their parameters” are the only way “to predict the rate of descent of resistance genes and plasmids and “should be employed to develop antibiotics use policy” instead of “irresponsible non-quantitative yak-yak.” Our modeling approach with empirical estimates of parameters is a step in this direction that is unique among the studies that have observed sweeps of antibiotic-sensitive mutants under laboratory conditions (GODWIN and SLATER 1979; MODI et al. 1991; TURNER et al. 1998; DAHLBERG and CHAO 2003).

We aim to expand our methodology of modeling and testing to study other experimental evolutionary systems. To do so we will consider other factors that may affect the evolutionary process and are unaccounted for in our current modeling, such as compensatory mutations (BÖTTGER et al. 1998; BJORKMAN and ANDERSON 2000; LEVIN et al. 2000; NORMARK and NORMARK 2002), background selection on the host and/or on the plasmid, plasmid loss, and horizontal plasmid transfer. With our current model these effects would likely add noise across lines in other experiments. A statistical test to detect this added noise is included in the user manual for our program.

In conclusion, we have shown that a tetracycline-sensitive subpopulation of E. coli K12(pB10) emerged during evolution in an antibiotic-free medium due to deletion of the tet operon. A mathematical model helped explain the population dynamics, estimating a high mutation rate and a low but significant selection coefficient, and allowed us to make long-term predictions regarding the elimination of antibiotic resistance in the population. The mathematical modeling and statistical analyses thus worked in perfect symbiosis with the experimental aspects of this study. The predictions call into question the general effectiveness of drug cycling as a strategy to eradicate resistance. Although we do not want our observations to be interpreted as arguments for the futility of reduced and more prudent drug use, we caution against too much optimism regarding eliminating resistance to antibiotics by drug cycling.
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It follows by induction that

\[ z_i = az_{i-1} + cb^{i-1} + d. \]  

(A1)

If it follows by induction that

\[ z_i = az_{i-1} + cb^{i-1} + d \]

\[ z_i = az_i + cb^i + d = a^2z_i + (a + b)c + (a + 1)d \]

\[ z_i = az_i + cb^i + d = a^2z_i + (a + ab + b^2)c + (a^2 + a + 1)d \]

\[ z_i = az_i + cb^i + d = a^2z_i + (a^2 + ab + b^2)c + (a + a^2 + a + 1)d, \]

implying that

\[ z_i = az_{i-1} + cb^{i-1} + d. \]  

(A1)
\[ z_t = a'z_0 + c a^{-1} \sum_{i=0}^{t-1} \frac{z_i}{d} + d \sum_{i=0}^{t-1} a^i. \]

Using a geometric series identity (Ross 1991, p. 69, Equation 1) results in

\[ z_t = a'z_0 + \frac{a' - b'}{a - b} + \frac{d}{1 - a}. \]  

\[ (A2) \]

**APPENDIX B: DERIVATION OF EQUATIONS 6, 7, AND 8**

Let the average number of mutants at a certain time \( t \) be \( m_t \) and the average of the remaining nonmutant individuals in period \( t \) be \( n_t \). Therefore, the total population at time \( t \) is the sum of \( m_t \) and \( n_t \). We relist Equations 1, 2, and 3 for convenience:

\[ m_t = 2^{1+\sigma} m_{t-1} + 2\lambda n_{t-1} \quad (1) \]
\[ n_t = 2(1 - \lambda) n_{t-1} \quad (2) \]
\[ \beta_i(\beta_0, \sigma, \lambda) = \frac{m_t}{m_t + n_t} \quad (3) \]

To solve Equation 3, which represents the proportion of mutants at time \( t \), we need to solve the recursions in Equations 1 and 2. The solution of Equation 2 is obvious:

\[ n_t = (2(1 - \lambda))^t n_0. \]  

\[ (B1) \]

To solve Equation 1 we start by substituting Equation B1 in it to get

\[ m_t = 2^{1+\sigma} m_{t-1} + 2\lambda(2(1 - \lambda))^{t-1} n_0. \]  

\[ (B2) \]

Note that this is the same format as that of Equation A1 with \( a = 2^{1+\sigma} \), \( b = 2(1 - \lambda) \), and \( c = 2\lambda n_0 \). Therefore, we use Equation A2 to solve Equation B2:

\[ m_t = 2^{(1+\sigma)} m_0 + 2\lambda n_0 \frac{2^{(1+\sigma)} - (2(1 - \lambda))^t}{2^{1+\sigma} - 2(1 - \lambda)} = 2 \left[ 2^{\sigma} m_0 + \lambda n_0 \frac{2^\sigma - (1 - \lambda)^t}{2^\sigma - (1 - \lambda)} \right]. \]  

\[ (B3) \]

Using Equations B1 and B3 we can now solve Equation 3. We first note that

\[ \beta_i(\beta_0, \sigma, \lambda) = \frac{m_t}{m_t + n_t} = 1 - \frac{n_t}{m_t + n_t}; \]  

\[ (B4) \]

hence,

\[ \beta_i(\beta_0, \sigma, \lambda) = 1 - \frac{2^t(1 - \lambda)^t n_0}{2^t [2^\sigma m_0 + \lambda n_0 ((2^\sigma - (1 - \lambda)^t)/(2^\sigma - (1 - \lambda))) + n_0 (1 - \lambda)^t]}. \]

Rearranging,

\[ \beta_i(\beta_0, \sigma, \lambda) = 1 - \frac{(1 - \lambda)^t n_0 (2^\sigma - (1 - \lambda))}{2^\sigma m_0 [2^\sigma - (1 - \lambda)] + \lambda n_0 (2^\sigma - (1 - \lambda))^t + n_0 (1 - \lambda)^t (2^\sigma - (1 - \lambda))}. \]

Noting that \( \beta_0 = m_0/(m_t + n_t) \), by definition, results in

\[ \beta_i(\beta_0, \sigma, \lambda) = 1 - \frac{(1 - \lambda)^t (1 - \beta_0) (2^\sigma - (1 - \lambda))}{2^\sigma \beta_0 (2^\sigma - (1 - \lambda)) + \lambda(1 - \beta_0) (2^\sigma - (1 - \lambda))^t + (1 - \lambda)^t (1 - \beta_0) (2^\sigma - (1 - \lambda))}. \]

Rearranging again,

\[ \beta_i(\beta_0, \sigma, \lambda) = \frac{2^\sigma \beta_0 (2^\sigma - (1 - \lambda)) + \lambda(1 - \beta_0) (2^\sigma - (1 - \lambda))^t + (1 - \lambda)^t (1 - \beta_0) (2^\sigma - (1 - \lambda))}{2^\sigma \beta_0 (2^\sigma - (1 - \lambda)) + \lambda(1 - \beta_0) (2^\sigma - (1 - \lambda))^t + (1 - \lambda)^t (1 - \beta_0) (2^\sigma - (1 - \lambda))}, \]  

\[ (B5) \]

which is equivalent to Equation 6 when replacing \( t \) with \( tk \).
APPENDIX C: DERIVATION OF THE ABSOLUTE GOODNESS-OF-FIT LIKELIHOOD-RATIO TEST STATISTIC

The absolute-best Poisson model fits the data exactly and, hence, exactly predicts the number of mutants in a sample. Such a model has a parameter for each replicate, \( i \), and at each cycle we sample, \( k \). We call this parameter \( \mu_{ik} \), corresponding to the expected number of mutants in the current replicate \( i \) at the \( k \)th cycle. The likelihood-ratio test statistic \( \Lambda \) associated with this absolute goodness-of-fit test is

\[
\Lambda = \frac{\max \prod_{i \in K} \prod_{k=1}^{n_i} (D_{ik} \hat{\beta}_k)^{n_{ik}} e^{-n_{ik} \hat{\beta}_k}/s_{ik}!}{\max \prod_{i \in K} \prod_{k=1}^{n_i} (\mu_{ik})^{n_{ik}} e^{-\mu_{ik}}/s_{ik}!}.
\]  

\[
=C2 \quad \frac{\prod_{i \in K} \prod_{k=1}^{n_i} (D_{ik} \hat{\beta}_k)^{n_{ik}} e^{-n_{ik} \hat{\beta}_k}/s_{ik}!}{\prod_{i \in K} \prod_{k=1}^{n_i} (s_{ik})^{n_{ik}} e^{-s_{ik}}/s_{ik}!}.
\]  

C2 holds as the maximum for the numerator is attained at the maximum-likelihood estimate \( \hat{\beta}_k \), and the maximum for the denominator holds when the data are predicted exactly. Some algebraic manipulation results in Equation 10:

\[
\Lambda = \prod_{i \in K} \prod_{k=1}^{n_i} \left( \frac{D_{ik} \hat{\beta}_k}{s_{ik}} \right)^{n_{ik}} e^{-n_{ik} \hat{\beta}_k s_{ik}}.
\]