A Unified Statistical Model for Functional Mapping of Environment-Dependent Genetic Expression and Genotype × Environment Interactions for Ontogenetic Development
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ABSTRACT

The effects of quantitative trait loci (QTL) on phenotypic development may depend on the environment (QTL × environment interaction), other QTL (genetic epistasis), or both. In this article, we present a new statistical model for characterizing specific QTL that display environment-dependent genetic expressions and genotype × environment interactions for developmental trajectories. Our model was derived within the maximum-likelihood-based mixture model framework, incorporated by biologically meaningful growth equations and environment-dependent genetic effects of QTL, and implemented with the EM algorithm. With this model, we can characterize the dynamic patterns of genetic effects of QTL governing growth curves and estimate the global effect of the underlying QTL during the course of growth and development. In a real example with rice, our model has successfully detected several QTL that produce differences in their genetic expression between two contrasting environments. These detected QTL cause significant genotype × environment interactions for some fundamental aspects of growth trajectories. The model provides the basis for deciphering the genetic architecture of trait expression adjusted to different biotic and abiotic environments and genetic relationships for growth rates and the timing of life-history events for any organism.

A great wealth of evidence suggests that different expressions of the same genotype across environmental contexts, referred to as phenotypic plasticity (Wu 1998), are controlled by specific QTL (Mackay 2001) through means of different QTL genotypes at different time points, but rather fit these means using growth curves as a function of time. Thus, the estimation of QTL effects on growth is equivalent to the estimation of model parameters describing the shape of growth curves. These models, called functional mapping, have successfully detected dynamic QTL that affect developmental changes during ontogenetic growth in a long-lived forest tree (Wu et al. 2003) and the animal model system—mouse (Zhao et al. 2004).

Current functional mapping models that have examined the effects of individual QTL on growth trajectories have focused on a particular phenotype measured at a finite set of time points in a single environment (Ma et al. 2002; Wu et al. 2002b). Other studies have examined genotype × environment interactions involving multiple environments (Piepho 2000), but have focused on a single measurement of a phenotype and hence cannot provide a comprehensive picture of how a QTL affects the dynamic process of growth under a range of environmental conditions. Wu et al. (2004a) proposed a model for characterizing the effects of epistatic QTL on growth trajectories but did not incorporate environmental influences into the model.

A great wealth of evidence suggests that different expressions of the same genotype across environmental contexts, referred to as phenotypic plasticity (Wu 1998), are controlled by specific QTL (Mackay 2001) through
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two different but not exclusive genetic mechanisms, allelic sensitivity and gene regulatory control (Wu 1998; Vieira et al. 2000). Yan et al. (1998) identified several QTL on the rice genome that display significant genotype × environment interaction effects on plant height measured at multiple time points of development, although their results were derived from interval mapping of single phenotypes. In her seminal review, Mackay (2001) claimed the existence of environment-specific effects of single phenotypes. In her seminal review, though their results were derived from interval mapping these two rates, becomes

\[ \frac{dg(t)}{dt} = \eta g(t) - \lambda g(t), \]

where \( g(t) \) represents the growth at time \( t \) and \( \eta \) and \( \lambda \) are the constants of metabolism and catabolism, respectively. For small values of \( k \), integration of Equation 1 leads to the growth equation,

\[ g(t) = \left[ \frac{\eta}{\lambda} - \eta - g_0^{1-k} \right]^{1/(1-k)}, \]

where \( g_0 \) is the growth at \( t = 0 \). This growth function is sigmoidal (S-shaped), approaching asymptotically the value \( (\eta/\lambda)^{1/(1-k)} \) as \( t \to \infty \). Such an S-shaped pattern of growth includes an exponential growth stage, asymptotic growth stage, and the point of inflection at which these two stages are connected (West et al. 1999). At the point of inflection, an organism displays maximum growth per unit time. After the substitutions,

\[ a^{1-k} = \frac{\eta}{\lambda}, \]

\[ b = \frac{\eta}{\lambda} - g_0^{1-k} \],

\[ r = (1 - k)\lambda, \]

where \( a \) is asymptotic (limiting) growth, \( b \) is a parameter related to the growth at \( t = 0 \), and \( r \) is the “rate constant” that determines the spread of the curve along the time axis. Richards (1959) rewrites Equation 2 as

\[ g(t) = a(1 + be^{-rt})^{1/(1-k)}. \]

Equation 3, referred to as the Richards growth model or law, has the inflection point whose coordinates are solved as \( t = (\ln(b/(k - 1))) / r \), \( g = a(k^{1/(1-k)}) \) (Richards 1959; Nath and Moore 1992; Gregorczyk 1998). By letting \( k \) take different values, the Richards growth model can be reduced to three well-known growth functions,

\[ g(t) = \begin{cases} 
     a(1 - be^{-t}) & \text{Monomolecular curve when } k = 0 \\
     ae^{-t} & \text{Gompertzian curve when } k = 1 \\
     \frac{a}{1 + be^{-t}} & \text{Autocatalytic or logistic curve when } k = 2.
\end{cases} \]

The monomolecular curve actually describes the asymptotic phase of the logistic growth curve. The logistic curve is symmetric about the inflection point at which \( t = (\ln b) / r \) and \( g = a/2 \). Yet, the Gompertzian curve is not symmetric, with the inflection point occurring at \( t = (\ln b) / r \) and \( g = a/e \). These three curves, with
different flexibilities, may best fit growth data collected from a different species or organ or in a different environment.

THE STATISTICAL METHOD

Genetic design: There is a standard backcross design with $n$ progeny, initiated with two contrasting homozygous inbred lines. Suppose a genetic linkage map covering the genome has been constructed with polymorphic markers. The marker density and positions have been known prior to QTL mapping. We consider a special case in which each of the backcross progeny is clonally replicated. It is possible to make clones for many plants such as rice, poplar, and pine.

Field trials with the backcross are conducted at $L$ locations. At each location all $n$ progeny are planted in a randomized complete block design with $B$ clonal replicates. Each plant is measured for longitudinal growth traits, such as plant height and tiller number, at a finite set of time points ($\tau$) during the course of plant growth in the field. Our model allows for unevenly spaced measurement time intervals and for discrepancies in measurement schedule among progenies.

Assume that there is a segregating QTL with alleles $Q$ and $q$ that affects growth curves or trajectories in the backcross population grown at different locations. There are two QTL genotypes in the backcross denoted by $j$ ($j = 1$ for $Qq$ and 0 for $qq$). A set of parameters describing the growth curve of genotype $j$ at location $l$ ($l = 1, \ldots, L$) is denoted by $\theta_j$. The comparisons of these parameters among the two different QTL genotypes across different locations can determine whether and how this putative QTL differently affects growth trajectories at different locations.

The mixture model: The growth laws described in the preceding section have been incorporated into a QTL mapping framework based on a finite mixture model composed of different components (Ma et al. 2002; Wu et al. 2002b). In such a mixture model, each observation $y$ is assumed to have arisen from one of $f$ groups of QTL genotypes, each group being modeled by a density from the parametric family $f$ (Lander and Botstein 1989).

The likelihood function: The likelihood function of longitudinal data, $y$, measured for the backcross at different locations for the putative QTL is constructed as

$$L(\omega, \phi, v) = \prod_{i=1}^{n} \left[ \prod_{j=1}^{f} \omega_j f(y; \phi_j, v) + \omega_0 f(y; \phi_0, v) \right],$$

where the mixture proportions ($\omega$'s) denote QTL genotype frequencies in the backcross, $i.e., \omega_j = \omega_0 = \frac{1}{2}$, and the multivariate normal distribution of progeny $i$ measured at $\tau$ time points is expressed as

$$f(y; \phi, v) = \frac{1}{(2\pi)^{\tau/2} |\Sigma_v|^{1/2}} \exp \left[ -\frac{1}{2}(y - u)^T \Sigma_v^{-1} (y - u) \right],$$

where $y_i = \{y_{ibl}\}_{l=1}^L = \{y_{ib1}, \ldots, y_{ibL}, \ldots, y_{ibL} \}$ is a vector of longitudinal observation composed of $B \times L$ subvectors each for a location ($l$) and a block ($b$), with $y_{ib} = \{y_{ib1}(1), \ldots, y_{ibL}(\tau) \}$, and component-specific parameters $\phi_j$ for genotype $j$ are specified by $u_i = \{u_{ib1}, \ldots, u_{ibL}, \ldots, u_{ibL} \}$ for different blocks and locations. But since differences in growth curve are considered only at the location level, growth curves for different blocks within a location can be regarded as identical; $i.e., we have$

$$u_i = \{u_{ib1}, \ldots, u_{ib1}, \ldots, u_{ibL}, \ldots, u_{ibL} \},$$

with $u_{ib} = \{u_{ib1}(1), \ldots, u_{ibL}(\tau) \}$ for genotype $j$ at $\tau$ different points.

At a particular time $t$ in block $b$ and location $l$, the relationship between the observed and expected mean can be described by a linear regression model,

$$y_{ib}(t) = x_i \mu_j(t) + e_{ib}(t),$$

where $x_i$ is the indicator variable denoted as 1 if progeny $i$ carries QTL genotype $j$ and 0 otherwise; $e_{ib}(t)$ is the residual error that is iid normal with the mean of zero and the variance of $\sigma_j^2(t)$. The errors at two different time points, $t_1$ and $t_2$, are correlated with the covariance of $\text{cov}(e_{ib}(t_1), e_{ib}(t_2))$. These (co)variances compose a $(\tau \times \tau)$ matrix $\Sigma_v$ for block $b$ and location $l$. A more general model is to let the errors among different blocks and locations be correlated for the same, $\text{cov}(e_{ib1}(t_1), e_{ib2}(t_2))$, or different time points, $\text{cov}(e_{ib1}(t_1), e_{ib2}(t_2))$. However, in our situations, it is reasonable to assume that there are no between-block and between-location error correlations because different clonal replicates of the same genotype are planted in different environments. With this assumption the (co)variance matrix $\Sigma_v$, whose elements are the common parameter $v$ of the mixture model (Equation 1), is simplified into a block-diagonal matrix with a $B \times L$ dimension and the likelihood of Equation 4 can then be rewritten as

$$L(\omega, \phi, v) = \prod_{i=1}^{n} \prod_{j=1}^{f} \left[ \omega_j f(y_{ib}; u_{ib}, \Sigma_v) + \omega_0 f(y_{ib}; u_{ib}, \Sigma_v) \right].$$

The determination of the value for the indicator variable describing the genotypes of the QTL for progeny $i$ is not obvious. According to the interval mapping the-
ory, it is possible to do so if we use the segregation information of the known flanking markers that bracket the QTL. Suppose this QTL is bracketed by two flanking markers \( A_l \) (with alleles \( M_l \) and \( m_l \)) and \( A_{l+1} \) (with alleles \( M_{l+1} \) and \( m_{l+1} \)). Thus, the QTL genotype frequencies in the backcross population (denoted by \( \omega_i \)) should be expressed as the conditional probabilities of the unknown QTL genotypes given the known marker genotypes. Table 1 tabulated these conditional probabilities, generally expressed as \( \omega_i \), where \( j \) stands for QTL genotype \( j \) given a particular marker genotype for progeny \( i \). We rewrite the likelihood function of environment-specific longitudinal data \( y_{ij} \) and marker information genotyped for both sexes \( (\Omega) \) as

\[
L(\omega, \phi, \nu|y, M) = \prod_{i=1}^{n} \prod_{l=1}^{L} \left[ \omega_{i,l} f(y_{ij,kl} \mid \bar{u}_l, \nu_l, y_{ij,kl}) + \omega_{i,l} f(y_{ij,kl} \mid \bar{u}_l, \nu_l, y_{ij,kl}) \right].
\]

(7)

Note that Equation 7 is different from Equation 6 as the latter does not make use of marker information whereas the former does.

**Modeling the mean vector and (co)variance matrix:**

The estimation of the mean vector \( \bar{u}_i \) and the (co)variance matrix \( \Sigma_i \) is statistically difficult because they involve too many unknown parameters given a possible sample size. Also, such direct estimation does not take into account the biological principles of growth and development. We incorporate the universal growth law into the estimation process of the likelihood function (Equation 7). Thus, the mean value of QTL genotype \( j \) in location \( l \) at time \( t \) is expressed by

\[
u_{ij}\left(l \mid t \right) = a_{ij} + \left( b_{ij} + c_{ij} \right) \exp \left( -k_{ij} t \right),
\]

where the growth parameter set \( g_{ij} = (a_{ij}, b_{ij}, c_{ij}, k_{ij}) \) describes the asymptotic growth, initial growth, relative growth rate, and curve shape, respectively (Richards 1959). With this growth equation, we need to estimate only the growth parameters, rather than estimate genotypic means at every point, to detect genotypic differences in growth. This can significantly reduce the number of unknown parameters to be estimated, especially when the number of time points is large.

Similarly, the (co)variance matrix can be structured with an appropriate model. Statistical analysis of longitudinal data has established a number of structural models that capture most of the information contained in the matrix (Diggle et al. 2002). Here, we use a first-order autoregressive [AR(1)] model to model the structure of the matrix, which is based on two assumptions, (1) the variance \( \sigma^2 \) is constant over time, and (2) the correlation decays in a proportion of \( \rho \) purely with time interval. With the AR(1) model, we need to estimate only \( \Theta_{ij} = (\rho_{ij}, \sigma_{ij}^2) \), instead of all elements in the matrix. The advantage of such a matrix-structuring model is to reduce the number of unknown parameters, without losing the information of the matrix. Many other structural models may be more advantageous over the stationary AR(1) model, but the choice of an optimal model in a particular situation should be based on statistical tests, as described in Zimmerman and Núñez-Antón (2001).

**Computational algorithms:** As classified above, the unknown parameters that build up the likelihood function (Equation 7) include the curve parameters, matrix-structuring parameters, and the QTL genotype frequencies specified by QTL position measured in terms of the recombination fractions \( \theta \) between the QTL and its flanking markers (see Table 1). Arrayed by \( \Omega = \{\Omega_{ij}, \Theta_{ij}, \theta_{ij}\} \), these unknowns can be estimated through differentiating the log-likelihood function of Equation 7 with respect to each unknown, setting the derivative equal to zero, and solving the log-likelihood equations. This estimation process can be implemented with the EM algorithm as described below.

The log-likelihood function of growth and marker data for block \( b \) and location \( l \) based on Equation 7 is given by

\[
\log L(\Omega_{bl}|y_{bl}, M) = \sum_{i=1}^{n} \log \left[ \omega_{i,b,l} f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right]
\]

with the derivative with respect to any element \( \Omega_{b,l} \)

\[
\frac{\partial}{\partial \Omega_{b,l}} \log L(\Omega_{bl}|y_{bl}, M)
\]

\[
= \sum_{i=1}^{n} \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right]
\]

\[
= \sum_{i=1}^{n} \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right] + \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right]
\]

\[
= \sum_{i=1}^{n} \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right] + \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right]
\]

\[
= \sum_{i=1}^{n} \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right] + \left[ \frac{\partial}{\partial \Omega_{b,l}} \log f(y_{ij,bl} \mid \bar{u}_l, \nu, \theta_{ij}, \Theta_{ij}) \right]
\]

where we define

\[
\Pi_{ijl} = \frac{\omega_{ijl} f(y_{ijl} \mid M, \theta_{ij}, \Theta_{ij})}{\omega_{ijl} f(y_{ijl} \mid M, \theta_{ij}, \Theta_{ij}) + \omega_{ijl} f(y_{ijl} \mid M, \theta_{ij}, \Theta_{ij})},
\]

(8)

which is a posterior probability that progeny \( i \) carrying a particular marker genotype with measurements from block \( b \) and location \( l \) is regarded as carrying QTL genotype \( j \). We then implement the EM algorithm with the expanded parameter set \( (\Omega, \Pi) \), where \( \Pi = \{\Pi_{ijl}\} \) (the E step; Equation 8). Conditional on \( \Pi \), we solve for

\[
\frac{\partial}{\partial \Omega} \log L(\Omega_{bl}|y_{bl}, M) = 0
\]

(9)

to get the estimates of \( \Omega \) (the M step; Equation 9). The estimates are then used to update \( \Pi \), and the process is...
repeated between Equations 8 and 9 until convergence. The values at convergence are the maximum-likelihood estimates (MLEs) of $\Omega$. The iterative expressions of estimating $\Omega$ from the previous step are given in Ma et al. (2002) and Wu et al. (2004b).

As usual, the QTL position parameter can be viewed as a known parameter because a putative QTL can be searched at every 1 or 2 cM on a map interval bracketed by two markers throughout the entire linkage map. The amount of support for a QTL at a particular map position is often displayed graphically through the use of likelihood maps or profiles, which plot the likelihood-ratio test statistic as a function of map position of the putative QTL (Lander and Botstein 1989).

HYPOTHESIS TESTS

Different from traditional mapping approaches, our functional mapping for longitudinal traits allows for the tests of a number of biologically meaningful hypotheses (Wu et al. 2004a). These hypothesis tests can be a global test for the existence of significant QTL, a local test for the genetic effect on growth at a particular time point, a regional test for the overall effect of QTL on a particular period of growth process, or an interaction test for the change of QTL expression across times. These tests at different levels can be formulated to test the effects of QTL × location interaction on the shape of growth.

Global test: Testing whether specific QTL exist to affect growth trajectories is a first step toward the understanding of the genetic architecture of growth and development. The genetic control over entire growth processes can be tested by formulating the following hypotheses:

$H_0$: $\theta_j = \theta_j$, $l = 1, \ldots, L$

$H_1$: Not all these equalities above hold. (10)

$H_0$ states that there are no QTL affecting growth trajectories and the two genotypic curves at each location overlap (the reduced model), whereas $H_1$ proposes that such QTL do exist (the full model). The test statistic for testing the hypotheses in Equation 10 is calculated as the log-likelihood ratio of the reduced to the full model,

$$LR = -2[\log L(\hat{\Omega}|y; M) - \log L(\hat{\Omega}|y; M)],$$

(11)

where $\hat{\Omega}$ and $\hat{\Omega}$ denote the MLEs of the unknown parameters under $H_0$ and $H_1$, respectively. The log-likelihood ratio (LR) is asymptotically $\chi^2$-distributed with $4(L - 1)$ d.f. An empirical approach for determining the critical threshold is based on permutation tests, as advocated by Churchill and Doerge (1994). By repeatedly shuffling the relationships between marker genotypes and phenotypes, a series of the maximum-log-likelihood ratios are calculated, from the distribution of which the critical threshold is determined.

After a significant QTL is detected, the next test is about the effect of this QTL on growth in each location. This will use the same form as shown in Equation 10, but focusing on a location. It is interesting to test whether the same QTL genotype is expressed identically across different locations to affect growth trajectories. Such a null hypothesis test can be formulated as

$$\theta_j = \theta_j, \quad j = 1, 0,$$

(12)

which states that any two curves between the same QTL genotypes from different sexes overlap. By combining the test results from both QTL genotypes, this test can also be used to test for QTL × location interactions. However, when location-specific curves with the same QTL genotypes are approximately parallel to each other, the area under curve ($A_b$) is an appropriate criterion for this QTL × location interaction test, expressed as

$$A_b = \int_0^T \theta_0(1 + b_i e^{\theta_j})^{1/4}_{ij} dt = \frac{a_0}{a_0 - 1} [\ln(b_i + e^{\theta_j}) - \ln(b + e^{\theta_j})].$$

In this case, the null hypothesis for testing QTL × location interaction can be formulated as

$$A_1 - A_{b0} = A_1 - A_{b0}, \quad l = 1, \ldots, L;$$

(13)

i.e., the difference between the areas under curves for two alternative QTL genotypes is set equal for all the $L$ locations.

In addition to testing overall genetic effects on growth trajectories, our model allows for the tests of the additive and dominance effect as well as their interaction effects with sexes. Wu et al. (2004a) proposed detailed procedures for making these specific tests, all of which can be directly used or modified for this study.

Local test: The local test can test for the significance of the genetic effect of QTL and QTL × location interaction effect on growth traits measured at a time point ($t^*$) of interest. For example, the hypothesis for testing the effect of QTL on growth at a given time $t^*$ can be formulated as

$$H_0: \theta(t^*) = \theta_0(t^*), \quad l = 1, \ldots, L$$

$$H_1: \text{Not all the equalities hold},$$

(14)

which is equivalent to testing the difference of the full model with no restriction and the reduced model with a restriction as set in the null hypothesis.

Regional test: Sometimes we are interested in testing the difference of growth trajectories in a time interval rather than simply at a time point. The question of how a QTL exerts its effects on a period of growth trajectories $[t_1, t_2]$ can be tested using a regional test approach based on the areas,

$$A_b = \int_0^T \theta_0(1 + b_i e^{\theta_j})^{1/4}_{ij} dt = \frac{a_0}{a_0 - 1} [\ln(b_i + e^{\theta_j}) - \ln(b + e^{\theta_j})].$$

covered by load curves. The hypothesis test for the ge-
netic effect on a period of growth process is equivalent to testing the difference between the full model with no restriction and the reduced model with a restriction.

Tests for differentiation in environment-dependent genetic expression: How are the same QTL genotypes expressed across different environments? The solution to this question helps select superior genotypes for a complex trait. We construct the following alternative hypotheses to test this:

$$H_0: A_{ij} = A_{ik}, \quad j, k = 1, 0$$

$$H_1: \text{Not all these equalities above hold.} \quad (15)$$

The rejection of $H_0$ implies that QTL genotypes are expressed throughout growth processes differently across different environments.

Interaction test: The effects of QTL may change with time, which suggests the occurrence of QTL $\times$ time interaction effects on growth trajectories. The differentiation of growth with respect to time $t$ represents growth rate. If the growth rates at a particular time point $t^*$ are different between the curves of different QTL genotypes, this means that significant QTL $\times$ time interaction occurs between this time point and the next.

Test for biologically important parameters: A number
of biological parameters can be used to evaluate the developmental characteristics of growth. The logistic growth curve can be used to determine the coordinates of a biologically important point in the entire growth trajectory—the inflection point—where the exponential phase ends and the asymptotic phase begins (Niklas 1994). The time at the inflection point corresponds to the time point at which a maximum growth rate occurs. The difference in the coordinates between different QTL genotypes provides important information about the genetics and evolution of growth trajectories (Niklas 1994). The genotypic differences in time and growth at the inflection point of maximum growth rate can be tested. The test for their genotypic difference is based on the restriction

\[
\frac{\ln(b_{0i}/(k_{0i} - 1))}{r_{0i}} = \frac{\ln(b_{1i}/(k_{1i} - 1))}{r_{1i}}
\]

for \(t_{0i}\), and

\[
a_{0i}k_{0i}^{1/(1-k_{0i})} = a_{1i}k_{1i}^{1/(1-k_{1i})}
\]

for \(u(t_{0i})\).

**RESULTS**

Our newly developed functional mapping model is used to map dynamic QTL in a model plant—rice. A genetic linkage map was constructed with 135 RFLP and 40 isozyme and RAPD markers to cover 12 chromosomes (Figure 1) for a doubled-haploid (DH) population of 123 lines derived from semi-dwarf IR64 and tall Azucena (Hu et al. 1997). This map is 2005 cM long with an average distance of 11.5 cM between a pair of adjacent markers. The DH population with two genotypes at a QTL, \(QQ\) and \(qq\), is analytically identical to a backcross population, so that the model described above can be directly used. The DH population was cloned and different clonal replicates of the same genotype were grown in a randomized complete design with two replicates at a spacing of 15 × 20 cm at two climatically contrasting locations, Hangzhou (subtropical, 30°16′N) and Hainan (tropical, 19°57′N), China. The experiments in both locations were carried out from late May to early November 1996. After 10 days of transplanting into the field trial, plant heights (from the surface of the soil to the tip of the plant) were measured every 10 days until all lines had headed (Yan et al. 1998).

This study used 90 DH plants whose marker and growth data are complete for both locations. Figure 2 illustrates growth curves of the means of plant heights between two blocks for these 90 DH plants separately for Hangzhou (Figure 2A) and Hainan (Figure 2B). On average, the Hangzhou plants grew slightly better than the Hainan plants, with two displaying different growth trajectories. Substantial variation in growth curve among different plants in each location suggests that specific QTL may be involved in shaping developmental trajectories.

As a general framework, we derived our functional mapping model on the basis of a more flexible Richards
growth equation. However, this equation does not necessarily work better in practice than the reduced logistic equation \( (k = 2) \) because the former contains one more parameter than the latter. If both the equations provide a similar likelihood of the data, the parsimonious logistic equation should be used. In this example, the logistic equation is sufficient to fit our growth data and, therefore, is employed to search for growth QTL through a genome-wide scanning approach. The assumption of constant variance for the AR(1) model may not be true in our data, as indicated by increased variance with ages in both locations (Figure 2). Wu et al. (2004b) proposed a transformation approach, called the transform-both-parameter than the latter. If both the equations provide a similar likelihood of the data, the parsimonious logistic equation should be used. In this example, the logistic equation is sufficient to fit our growth data and, therefore, is employed to search for growth QTL through a genome-wide scanning approach. The assumption of constant variance for the AR(1) model may not be true in our data, as indicated by increased variance with ages in both locations (Figure 2). Wu et al. (2004b) proposed a transformation approach, called the transform-both-parameter model by CARROLL and RUPPERT (1984), to reduce variance heteroscedasticity and, therefore, increase the power of the model. This TBS-based mapping model can also preserve the biological meanings of curve parameters. In this study, we incorporate the TBS-based model through log-transformation into the functional mapping framework for analyzing QTL location interactions. As shown in Figure 2, C and D, the log-transformation can lead to relatively constant variances in plant height growth at both locations, although a more effective transformation approach should be estimated simultaneously with the model parameters (BOX and COX 1964; CARROLL and RUPPERT 1984).

By comparing with the genome-wide critical threshold determined by permutation tests, we detected five significant QTL \( (P < 0.001) \) on chromosomes 1, 3, 7, 9, and 11 that were responsible for growth trajectories of plant heights (Figure 3). The estimated locations of these QTL correspond to the genome positions showing the maximum-log-likelihood-ratio test statistics. Table 1 gives the estimates of the positions of the detected QTL each bracketed by two flanking markers on respective locations.
chromosomes, as well as the estimates of the curve and matrix-structuring parameters.

We drew the age-dependent expression profiles of two different QTL genotypes for each QTL identified from our model for plant heights grown in Hangzhou and Hainan (Figure 4). These profiles were drawn using the MLEs of growth curve parameters given in Table 2. The profiles of gene expression allow for the characterization of the developmental timing for a QTL to turn on or turn off or the period for the QTL to trigger its effect on growth. As indicated by two divergent curves each representing a different QTL genotype, \( QQ \) or \( qq \), the detected QTL exhibited increasing effects on plant height in both locations as rice grows. The difference between the areas under the growth curves of different genotypes reflects the influence of the QTL on the overall growth process of plant height. We use Equation 13 to test whether a QTL interacts with locations to affect entire growth trajectories. The test result indicated that none of the five detected QTL displayed significant genotype \( \times \) location interactions.

**Figure 4.**—Four growth curves of the QTL genotypes for the QTL detected on different chromosomes for rice plants grown in two contrasting locations (Hangzhou, red curves, and Hainan, blue curves). The solid curves represent QTL genotypes \( QQ \) whereas the broken curves represent QTL genotype \( qq \). Allele \( Q \) is the allele inherited from the tall Azucena parent and allele \( q \) is inherited from the short IR64 parent.

**Table 2**

The MLEs of the QTL position, QTL effects described by growth parameters \( \beta_j = (a_j, b_j, r_j) \), residual variance (\( \sigma^2 \)), and correlation (\( \rho \)) in two different locations.

<table>
<thead>
<tr>
<th>Marker interval</th>
<th>Chromosome</th>
<th>( a_{j1} )</th>
<th>( b_{j1} )</th>
<th>( c_{j1} )</th>
<th>( a_{j2} )</th>
<th>( b_{j2} )</th>
<th>( c_{j2} )</th>
<th>( \sigma^2 )</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hangzhou RG146-RG345</td>
<td>1</td>
<td>149.3</td>
<td>2.9667</td>
<td>0.3100</td>
<td>103.5</td>
<td>2.2418</td>
<td>0.3222</td>
<td>0.0164</td>
<td>0.7274</td>
</tr>
<tr>
<td>Hangzhou RG247-RG103</td>
<td>11</td>
<td>161.6</td>
<td>3.1405</td>
<td>0.3092</td>
<td>109.8</td>
<td>2.3272</td>
<td>0.3262</td>
<td>0.0181</td>
<td>0.7516</td>
</tr>
<tr>
<td>Hangzhou RZ678-RZ574</td>
<td>3</td>
<td>149.9</td>
<td>2.8989</td>
<td>0.3025</td>
<td>104.7</td>
<td>2.3955</td>
<td>0.3441</td>
<td>0.0161</td>
<td>0.7325</td>
</tr>
<tr>
<td>Hangzhou RZ206-RZ422</td>
<td>9</td>
<td>154.3</td>
<td>3.0062</td>
<td>0.3093</td>
<td>106.8</td>
<td>2.3113</td>
<td>0.3281</td>
<td>0.0174</td>
<td>0.7413</td>
</tr>
<tr>
<td>Hangzhou PGMS0.7-CDO59</td>
<td>7</td>
<td>103.5</td>
<td>2.2148</td>
<td>0.3687</td>
<td>153.0</td>
<td>3.0282</td>
<td>0.3011</td>
<td>0.0276</td>
<td>0.7808</td>
</tr>
<tr>
<td>Hangzhou RZ206-RZ422</td>
<td>9</td>
<td>130.0</td>
<td>3.9470</td>
<td>0.3707</td>
<td>91.1</td>
<td>3.5561</td>
<td>0.3602</td>
<td>0.0256</td>
<td>0.7635</td>
</tr>
<tr>
<td>Hainan RG11003</td>
<td>1</td>
<td>125.6</td>
<td>3.9509</td>
<td>0.3688</td>
<td>90.3</td>
<td>3.7650</td>
<td>0.3439</td>
<td>0.0249</td>
<td>0.7479</td>
</tr>
<tr>
<td>Hainan RG11003</td>
<td>11</td>
<td>140.8</td>
<td>4.2344</td>
<td>0.3537</td>
<td>90.7</td>
<td>3.3237</td>
<td>0.3788</td>
<td>0.0255</td>
<td>0.7654</td>
</tr>
</tbody>
</table>

**Chromosome 1**

**Chromosome 3**

**Chromosome 7**

**Chromosome 9**

**Chromosome 11**
environment interactions, suggesting that they are more
general growth regulators. Using the hypothesis test in
Equation 15, we found that the time-specific growth QTL
detected on chromosomes 1, 3, 9, and 11 are expressed
consistently stronger in Hangzhou than in Hainan,
whereas the QTL on chromosome 7 displayed an oppo-
site expression pattern (Figure 4). As expected, at all
the QTL, except for one on chromosome 7, the tall
Azucena parent contributes height-increasing alleles in
both locations, whereas the short IR64 parent contrib-
utes height-decreasing alleles.

Adult height for rice can be genetically controlled
during an early stage of development by mapping the
QTL determining the timing of maximum growth rate.
Such early genetic manipulation for height growth can
potentially preserve more energy for later reproductive
propagation. The significant QTL detected for overall
growth trajectories were all observed to affect the timing
of maximum height growth rate (inflection point; Fig-
ure 4), all of which, except for the one on chromosome 7,
displayed significant genotype × environment interac-
tion effects on this timing ($P < 0.001$). The QTL on
chromosomes 1, 3, 9, and 11 trigger significant effects
on the timing of maximum growth rate for rice grown
in Hangzhou, whereas no such effects were detected
for Hainan.

DISCUSSION

The advent of powerful genetic and molecular tools
has made it possible to define the machinery of develop-
ment in terms of gene action and interaction of individ-
ual loci or QTL (Cheverud et al. 1996; Yan et al. 1998).
A number of statistical methods have been proposed to
map QTL underlying complex phenotypes primarily on
the basis of goodness of fit to observational data rather
than on the basis of any biological mechanism (Lander
and Botstein 1989). However, the degree of the suc-
cessful identification of QTL depends on the power
of QTL mapping techniques to analyze growth data
measured at many different time points and, more im-
portantly, on the construction of a conceptual framework
for integrating biological principles of growth laws into
developmental processes through powerful statistical
models.

We have framed a new statistical strategy for QTL map-
ing through specific incorporation of biological laws
behind the phenotypic expression of complex traits.
The new strategy, termed functional mapping (Ma et al.
2002; Wu et al. 2002a), displays greater potential for
improving the precision, power, and resolution of QTL
mapping in any organism, as compared with traditional
mapping approaches (Ma et al. 2002). Functional map-
ing grounds theoretical genetic models in integrated
developmental networks or processes and, consequently,
has a direct impact on the interface of development,
ecology, and evolution. With this new strategy, two major
challenging questions in contemporary developmental
biology can be well addressed, which regard the exis-
tence of particular regulatory genes guiding growth dif-
erentiation during an entire biological process and the
alteration of the genetic architecture of a complex trait
over developmental times.

In this article, we extended our theoretical model
for functional mapping to study dynamic patterns of
genetic effects of QTL governing growth curves and
unravel the genetic machinery of organismic responses
to different environments during the course of growth
and development. This extended model was employed
to study the genetic architecture of plant height growth
trajectories in a plant model system—rice. We have suc-
cessfully detected five QTL on different chromosomes
that exert significant impacts on growth processes, with
similar patterns across sharply contrasting environments.
At four QTL, the tall parents contribute most favorable
alleles to their progeny at these detected QTL. All these
cfive QTL are expressed differently throughout entire
growth processes between the two environments. These
results suggest that it is possible to make efficient
marker-assisted selection for rice varieties with reduced-
height growth and, therefore, stronger resistance to wind
and rain damage and higher grain yields through allocat-
ing more resources to the reproductive organs than to
vegetative tissues (Sakamoto et al. 2003).

In a comparison with previous results for growth QTL
based on the same material by traditional interval map-
ping (Yan et al. 1998), we have several interesting find-
ings. First, Yan et al. detected 11 QTL for plant height
growth in rice. Many of these QTL were not detected
by our functional mapping model, but do display clear,
although nonsignificant, peaks in our LR profile (Figure
3). For example, Yan et al. detected a QTL bracketed
by markers Amy3D and E-RZ66 on chromosome 8 where
our LR profile displays a peak. But according to our
criterion, this QTL is not significant. This discrepancy
may be due to the low criterion these authors have used.
Second, many QTL detected from our model were not
detected by traditional interval mapping (Yan et al. 1998).
But all of our QTL were detected to exist at similar loca-
tions for different rice materials with a larger sample
size (Li et al. 2003). For example, Li et al. found a signifi-
cant plant height QTL between RG345 and RG381 on
chromosome 1 that fails to be detected by Yan et al. but
is supported by our model. This may suggest that our
model displays greater power to detect growth QTL of
small effects. Third, as discussed in Ma et al. (2002)
and Wu et al. (2004a), our functional mapping incorporat-
ing developmental principles allows for the tests of a
number of biologically meaningful hypotheses at inter-
play between genetics and development.

Growth for all organisms undergoes complex de-
velopmental stages. For example, rice growth includes vege-
tative (germination to panicle initiation), reproductive
investigations of the genotype is being implemented in our web-based software, called Pletcher, S. D.

tions of how small genotypic modifications are trans- University of Chicago, Chicago.
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1902) needs knowledge of how genetic factors regulate developmental processes in an organism from embryo to adult to better adapt itself to different environments. While in the past the dynamic change of genetic control over time was estimated by traditional quantitative genetic approaches that partition total genetic variance into additive, dominant, and/or epistatic variance components (Atchley 1984; Kirkpatrick et al. 1994; Atchley and Zhu 1997; Fletcher and Geyer 1999; Jaffrézic and Fletcher 2000), our functional mapping model demonstrates tremendous power to precisely characterize these genetic components at any particular developmental stages and relate them to the genetic control mechanisms for other life-history traits. With this model, we are closer to addressing historically difficult questions of how small genotypic modifications are translated into phenotypic changes during evolution and how microevolutionary changes contribute to macroevolutionary events. Our model presented in this article is being implemented in our web-based software, called FunMap (Ma et al. 2004), to facilitate other scientists’ investigations of the genotype × environment interactions for growth trajectories.
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