Clinical research of kidney diseases 1: researchable questions and valid answers
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Introduction

Clinical epidemiology is the science of human disease investigation. It has a broad scope, ranging from the study of disease occurrence and prognosis to diagnostic and management options.

This series of articles will discuss general and specific issues related to the design, analysis and interpretation of studies using nephrology examples. This first paper introduces general issues of ‘definition’ and ‘measurement’ in clinical studies, along with the related concepts of ‘reliability’ and ‘validity’, or ‘random’ error and ‘systematic’ error (bias).

Research objectives

Much medical research can be simplified as the study of the frequency of an illness and the assessment of some ‘input–output relationship’ in a defined patient population. The purpose is to characterize specific diseases and establish whether an explanatory input variable or exposure (test, predictor or intervention) is related to an output or outcome (gold standard result, response variable).

The goal of research is to estimate these phenomena in the population (characteristics or parameters) by making measurements on samples from the target population. The hope is that the study estimates be as close as possible to the true values in the population (accuracy) with little uncertainty (imprecision) around them (Table 1). However, an error component exists in any study. This is the difference between the value observed in the sample and the true value or phenomenon of interest in the parent population.

Error types

There are two main types of errors: random or accidental error; and systematic error (bias). Random errors are due to chance and compensate in large enough population samples, since their average effect is zero. Systematic errors are non-compensating distortions in measurement (Figure 1). Mistakes caused by carelessness, or human fallibility (e.g. incorrect use of an instrument, error in recording or in calculations), may contribute to both random and systematic error.

Both errors arise from many sources and both can be minimized using different strategies. However, their control can be costly and complete elimination is impossible. Systematic error, as opposed to random error, is not limited by increasing the study size and replicates if the study is repeated.

Confounding is a special error, since it is due to chance in experimental designs but is a bias in non-experimental studies. Confounding occurs when the effect of the exposure is mixed with that of another variable (confounder) related to both exposure and outcome without lying in the causal pathway between them. For example if late referral is found to be associated with higher dialysis mortality, while age varies by referral status, it is important to consider the confounding effect of age in the assessment of the relationship between referral and death [1].

For any given study, the aim of design is to minimize error. In some cases, pilot studies are helpful in identifying the main potential sources of error (known sources of variability and bias—Table 1) such that the design of the main study can control them [2,3]. Some errors are specific to some designs.
and will be discussed in a subsequent paper of this series. Both random and systematic errors can occur during all stages of a study, from conceptualization of the idea to sampling (participant selection) and actual measurements (information collection).

**Ideas and structure of clinical research**

Most clinical research projects share the same general structure, irrespective of whether they address diagnostic, prognostic or intervention questions (Figure 2). The research process usually starts with a general idea (construct) or initial problem. For example, a randomized controlled trial to compare models of care delivery might derive from the idea that structured multidisciplinary pre-dialysis care may be of greater benefit for patients than traditional follow-up [4].

Research ideas may originate from practical problems, request for proposals by funding agencies or private companies, or reading the literature and thinking of ways to extend or refine previous research. Literature review is always required, to identify related research, define the knowledge gap, avoid redundancy

<table>
<thead>
<tr>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>Degree to which a variable has nearly the same value when measured several times</td>
</tr>
<tr>
<td>Synonyms</td>
<td>Finess of a single measurement or repeated sampling data (repeatability)</td>
</tr>
<tr>
<td>Value to the study</td>
<td>Increase power to detect effects</td>
</tr>
<tr>
<td>Threatened by</td>
<td>Random error (variance)</td>
</tr>
<tr>
<td>How to maximize while recruiting</td>
<td>Increase sample size</td>
</tr>
<tr>
<td>How to maximize while measuring</td>
<td>Variance reduction</td>
</tr>
<tr>
<td>Observer sources</td>
<td>Procedure standardization, staff training</td>
</tr>
<tr>
<td>Tool sources</td>
<td>Calibration; automatization</td>
</tr>
<tr>
<td>Subject sources</td>
<td>Procedure standardization, repetition &amp; averaging key measurements</td>
</tr>
<tr>
<td>How to assess</td>
<td>Repeated measures (test/retest, inter/intra observer: correlation, agreement, consistency)</td>
</tr>
</tbody>
</table>

Table 1. Precision and accuracy of estimate of treatment effect in clinical studies

- **RCT**, randomized controlled trial.

![Fig. 1. The effect of the error type on study results. Each panel compares the distribution of a parameter observed in a study (continuous lines) and the corresponding true distribution (dashed lines). Random error lowers the precision of the estimates increasing the dispersion of the observed values around the average (studies #3 and #4). Systematic error (bias) causes incorrect estimates or ‘deviations from the truth’: the estimated averages correspond to rings distant from the target centre (studies #1 and #3) even if results are precise (study #1).](image-url)
when the answer is already clear, and set the research within a proper conceptual and theoretical context based on what is already known. The next step is to generate a researchable question from the general idea.

Definitions

Once a problem is identified and its possible solutions hypothesized (conceptualization), the research idea is translated into a specific study question through three main steps (operationalization). First, the nature of the exposure-outcome relationship is specified. For example, a prognostic study might assess the association between exposure to volatile solvents and glomerular disease [5]; an intervention study might assess the impact of ACE inhibitors on the degree of proteinuria in those with diabetic nephropathy [6]; a diagnostic study might examine the association of Anti-Neutrophilic Cytoplasmic Antibodies level and the presence or activity of vasculitis as determined by biopsy [7].

Second, the broad initial idea is translated into a feasible research project. For example, a broad idea might be to implement screening strategies to improve vascular access outcomes. However, studying all possible screening strategies in all possible vascular accesses is an impossible task for any single study. Narrowing down the area of research is necessary to formulate an answerable question. For example, physical examination of the fistula might be compared with some specific access flow measurement technique in preventing fistula loss. Third, the target population of the study—the set of individuals to whom the results of the trial might be applied (e.g. haemodialysis patients receiving a new fistula) is determined along with a meaningful disease measure—pre-specified study outcome (e.g. fistula survival).

In stating researchable questions, it is crucial to define the Patients, Interventions, Controls and Outcomes (PICO) of relevance. The study question should define (i) who are the patients to be studied (e.g. prevalent or incident), through clearly defined eligibility criteria. These should specify the problem (e.g. thrombosis of newly created fistula), the comorbid conditions to include because the answer(s) to the research question may vary by their levels (e.g. diabetes, cardiovascular diseases); and those not to include because for them, the question may be of less interest or hardly answerable (e.g. those with short expected survival). Secondly (ii), the type of the exposure (intervention or prognostic factor or test is defined) and its specifics (e.g. what is meant by access monitoring, which technology is used) need to be addressed. Next (iii), the comparison group is defined (e.g. what is meant by standard surveillance, which signs are part of the examination). Finally (iv), the outcome of interest is declared (e.g. what will constitute fistula failure, or how will survival be measured). Following these considerations a researchable question can be posed, e.g.: "Does the addition of monitoring fistulae by access flow using a dilution method to surveillance by pulse assessments and bleeding time after needle withdrawal reduce the risk of fistula loss?"

The operationalization of the study must be consistent with its purpose. If the question is of one efficacy (Does it work in an ideal world?), then the measurement tools identified should be very accurate,
may be complex and expensive, and not necessarily useful in practice. For example, the sophisticated techniques to measure intra-access blood flow used in some diagnostic studies may not be practical on a large scale. Opposite considerations involve making trade-offs between rigor and practicality. This is commonplace in *effectiveness* studies (Does it work in the real world?) where, for example, it would not make any sense thinking of a sophisticated device to measure blood flow. Finally study duration, ethical aspects, cooperation/compliance required and costs are usually considered at this stage of the research design.

**Sampling**

Once the target population has been defined, the next challenge is to recruit study participants representative of the target population (Figure 2). The sampling process is important, as usually a small fraction of the target population is studied, for reasons of cost and feasibility. Errors in the sampling process can affect both the actual estimate and its precision (Table 1, Figure 3). To reduce sampling errors, researchers must set up a proper sampling system and estimate the adequate sample size.

**Random sampling**

Recruitment of a random sample of the target population is necessary to ensure generalizability of study results. For example, if we wish to estimate the prevalence of Chronic Kidney Disease (CKD) in the general population, the best approach would be to use random sampling, possibly over-sampling some subgroup of particular interest (e.g. members of a racial group) in order to have sufficiently precise estimates for that subgroup [8,9]. In this instance, a sample of subjects drawn from a nephrology or a diabetic clinic, any hospital department, school, or workplace would not be representative of the general population. The likelihood of CKD may be positively or negatively related to factors associated with receiving care or working in a particular setting. On the other hand, if a study aimed at understanding the characteristics of patients with CKD referred to a nephrologist, a study of consecutive patients referred for CKD would probably provide a reasonably generalizable result [4].

**Random assignment to exposure and analysis of trials**

If the purpose of the study is to estimate a measure of effect due to some intervention, then the sampling problem is not finished. Here the comparability of study groups, other than with regard to the exposure of interest, must be ensured. Indeed to measure the effect of a therapy, we need to contrast the experience of people given the therapy to those not so treated. However, people differ from one another in myriad ways, some of which might affect the outcome of interest. For example, in a retrospective study using health administrative data, Suissa *et al.* [10] found an association between long-term exposure to ACE inhibitors and the likelihood of end-stage kidney disease (ESRD). The investigators went to some lengths to establish the comparability of the groups treated with ACE inhibitors to those receiving other anti-hypertensive medications. Nevertheless, the study database lacked information on the actual level of blood pressure either before or during therapy. As a result, there is potential that level of blood pressure might represent an unmeasured confounder.

To avoid such concerns in studies of therapy, random assignment of study participants to therapy is usually recommended, to ensure comparability of study groups in the long run. Groups of sufficient size help reduce the possibility that some measurable or unmeasurable prognostic factors remain unbalanced across them (random confounding).

The randomization process consists of three inter-related manoeuvres: generation of random allocation sequences; strategies to promote allocation concealment and intention-to-treat analysis.

*Random sequences* are usually generated by means of computer programs [11]. The use of calendar or treatment days, birth dates, etc, is not appropriate, since it does not guarantee unpredictability. In most trials, allocation to groups follows a *fixed* probability (commonly equal for all groups). Interventions may be assigned to subjects using simple randomization, with the generation of one allocation list. This is appropriate where there is little concern about intervention groups having different numbers of subjects due to chance, and sample size is large enough to make group distribution of important baseline prognostic variables comparable. Stratified randomization is used, to ensure balance of a limited number of factors known to impact outcomes (e.g. age group, diabetes, level of renal function, study centre) by randomizing from a separate list per stratum. Blocking is a technique used to ensure balanced exposure assignment while
recruitment proceeds (i.e. using sequences of 4–10 balanced assignments in random order and of variable size). Alternatively, in adaptive methods, probabilities change as the study progresses to balance exposure and/or potential confounders or outcome (Figure 4).

Allocation concealment is meant to prevent those recruiting trial subjects from the knowledge of upcoming assignment. Such concealed group allocation protects against selection biases that tend to be associated with inflated estimates of therapy effect. Useful ways to implement concealed allocation include the use of central randomization (performed remote from trial location and communicated by an independent person or an interactive voice system), or the use of sequentially numbered sealed opaque envelopes.

Intention-to-treat analysis consists of keeping all randomized patients in their original assigned groups during analysis, regardless of adherence or any protocol deviations. This is necessary to maintain group comparability and is standard for trials of drug effectiveness (i.e. those aimed at showing what a therapy does in practice). Alternatively, per protocol analyses, where only those who conform to study protocol and take therapy as prescribed are analysed, can be used in earlier phase efficacy trials, the aim of which is to establish what a therapy can do under more ideal circumstances. However, phenomena such as loss to follow-up, drop-out (earlier termination), protocol violations (e.g. wrong assignment or dosage) and drop-in (group crossover) can be related to the exposure. For example, if a treatment has side effects, drop-outs can be higher among the least well participants. Patient exclusion after allocation may make treatment appear effective when it is not. Patients not adhering to treatments and drop-ins may have different prognoses and are unlikely to be representative of all study subjects. In these cases, if the amount of drop-outs and drop-ins is not excessive, it may still be possible to interpret analysis comparing randomized groups. For example, drop-out has been common in trials of lifestyle therapies for obesity [12]. In such circumstances, sensitivity analyses can be included as one way to examine the robustness of trial conclusions: each participant is analysed as randomized and those dropping-out earlier in one arm are assumed to have the worst possible outcome, whilst those dropping-out in the parallel arm are assumed to have the best possible outcome, and vice versa. Drop-in also affects the ability to interpret results. This was a particular problem in a trial comparing medical therapy to angioplasty for reno-vascular disease [13]. A large fraction of those assigned to medical therapy
subsequently underwent angioplasty, probably because of inadequate response to medical therapy. In such a case, intention to treat analysis would tend to overestimate the effectiveness of medical therapy, if in fact angioplasty was superior. Drop-in tends to dilute the hypothesized treatment effect. This phenomenon is usually taken into account, hypothesizing an effect smaller than expected when estimating the study size.

Sample size estimation
When planning a comparative study, two possible random errors (type I and II) are considered. Type I error occurs if the study provides evidence for a hypothesized effect that in fact does not exist (false positive). The maximum risk of this error is commonly set at 5% (significant overall $P$-value of 0.05). A type II error occurs if the study fails to support an effect that truly exists (false negative). The type II error rate is usually set at 10% or 20%. Consider an experiment where a new drug is compared with placebo in lowering blood pressure (Figure 5). In the absence of blood pressure change, the average values in those receiving placebo ($\mu_0$) vs active drug ($\mu_1$) will not be different ($\mu_0 = \mu_1$). The top curve represents the theoretical distribution of blood pressure changes under this ‘null hypothesis’ ($H_0$). The distribution of the mean observed difference under the null hypothesis is centred at zero ($\mu_1 - \mu_0 = 0$) and has some variability, or dispersion, around the central value (i.e. values >0 or <0 are possible even if there is no change). The study or ‘alternative hypothesis’ ($H_a$) is that the expected blood pressure change with the study drug will not be compatible with this distribution ($\mu_0 \neq \mu_1$). However, prior to the study, it is unknown whether the alternative distribution lies to the left or right of the null (the drug increases or reduces blood pressure). This is acknowledged representing the type I error at both tails of the null hypothesis distribution ($\alpha/2$ for two-sided alternative hypothesis). Conversely, the type II error lies in the non-rejection region of the alternative hypothesis. Since the $H_0$ and $H_a$ curves overlap and tend to infinity at both sides, study results may be compatible with either hypothesis, although

Fig. 5. Study power. A new intervention assumed to reduce blood pressure might not change or even increase blood pressure. In all cases, its effects will show some variability. The first curve (#1) represents the distribution of blood pressure changes under the null hypothesis ($H_0$) of no effect. The second (#2) and the third curve (#3) similarly represent the alternative hypothesis ($H_a$) that the drug either increases (#2) or decreases blood pressure (#3) as compared with placebo. The two tails of $H_0$ in dark grey represent the probability of making a type I error (overall 0.05). This error occurs if the study results exceed the corresponding critical value of $Z$ (defining the rejection regions) in either direction, but in fact data belong to the top distribution and the $H_0$ is true (false positive). The probability of making a type II error ($\beta$, in light grey) occurs when the study results are in the non-rejection region (and are thought to belong to $H_0$), but in fact the data belong to either of the two alternative distributions $H_a$ (#2 or #3). In other words, the new drug has an effect but a wrong decision is taken failing to reject the null hypothesis (false negative). The power of a study is the probability that the correct action is taken rejecting a false $H_0$. The study power will be higher if the critical $Z$-value is lower (greater $\alpha$ and smaller non-rejection region, #4); if the curve spread is smaller (less variance in a larger study, #5); or, finally, if the degree of curve separation is larger (greater effect to be detected, #6).
with different probabilities. For this reason, the critical value of a statistic (such as $Z$) is declared (e.g., $z = 1.96$) to set the level of statistical significance (type I error probability) and define the regions of rejection and of non-rejection of the $H_0$.

The study size is estimated from the declared maximum acceptable levels of these errors (the smaller the errors the larger the study), the effect size to be detected (the larger the effect the smaller the study) and the expected outcome variability (the larger the variability the larger the study). Different formulae exist to estimate the sample size depending on the type of response variable and the analytical tool used to assess the input–output relationship [14]. But in all cases the relationship among sample size, variability in the data, effect size, level of significance and study power ($1 – \text{type II error}$) has the same structure.

**Measurement**

**Variable types**

As in all sciences, measurement is a central feature of clinical epidemiology. Both input and output variables are measured on the sample according to the chosen definitions. Inputs can be measured once at baseline, if their value is fixed (e.g. gender), or more then once if their value can change during the study (such as blood pressure or type of therapy). Outputs can also be measured once (e.g. average blood pressure values after 6 months of treatment) or multiple times (repeated measures of continuous variables such as blood pressure or events such as hospital admissions). The information gained from input and output variables depends on the type of observed data (Table 2).

In clinical epidemiology, the type of outcomes influences study design and determines the analytical tool used to study the relationship of interest. For example, suppose the question is whether derangements in divalent ion metabolism increase the risk of cardiovascular events through worsening atherosclerosis and vascular calcification. This question would be addressed by a longitudinal prognostic study in incident haemodialysis patients, with time to event as primary outcome. Baseline plus repeated measures of calcium/phosphate/PTH values [15] as well as information about any vascular diagnostic data can be collected over time. Time-to-event analysis can be used to study the hypothesized associations and test whether vascular damage mediates the association between mineral data and cardiac events. However, lack of multiple assessments of both mineral data and vascular information would weaken any inference drawn from the data [15,16] and would not clarify whether vascular lesions are intermediate variables [17].

Intermediate variables are often considered as surrogate outcome candidates and used as an outcome instead of the final end-point, to reduce sample size and study cost (Table 3). Candidate surrogate outcomes are many and include measures of the underlying pathological process (e.g. vascular calcifications), or of preclinical disease (e.g. left ventricular hypertrophy). However, well validated surrogate variables highly predictive of adverse clinical event, such as systolic blood pressure and LDL cholesterol, are very few and only occasionally persuasive (Table 4). Furthermore, although these surrogates may be useful in studies of the general population, their relationship with clinical outcomes is not linear in some conditions such as ESRD, making them less useful in those settings [18,19]. Finally, several examples also exist in the nephrology literature concerning the risk of relying upon surrogate markers to advocate treatments or explain cause-effect relationships. For example, divergence between primary outcome (renal function decline) and proteinuria reduction resulting from lower blood pressure goal in

<table>
<thead>
<tr>
<th>Type of measurement</th>
<th>Variable characteristics</th>
<th>Example</th>
<th>Appropriate statistics, comparison</th>
<th>Information content; power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative nominal</td>
<td>Unordered categories</td>
<td>Sex, blood type, vital status, race, genotypes</td>
<td>Proportions, mode; averages do not make sense</td>
<td>+</td>
</tr>
<tr>
<td>Qualitative ordinal</td>
<td>Ordered categories</td>
<td>Degree of pain, CKD stages</td>
<td>Proportions, mode; median (range); no calculation makes sense</td>
<td>++</td>
</tr>
<tr>
<td>Quantitative interval; no meaningful zero</td>
<td>Can take integer (counts; how many) or any values on a scale (continuous; how much)</td>
<td>C and F scales of temperature; pH: ‘zero’ does not mean ‘nothing’</td>
<td>Mode, median (range); mean (SD); only adding, subtracting possible: 100–90 degrees $F = 90–80$; a pH of 3 is not twice as acidic as a pH of 6</td>
<td>+++</td>
</tr>
<tr>
<td>Quantitative ratio; zero is meaningful</td>
<td>Can take integer (counts; how many) or any values on a scale (continuous; how much)</td>
<td>Number of days; age, weight; K scale of temperature; ‘zero’ actually means ‘nothing’</td>
<td>Mode, median (range); mean (SD); all arithmetic functions possible; 4 grams of a substance is twice a weight of 2 grams</td>
<td>++++</td>
</tr>
</tbody>
</table>
the AASK trial shed uncertainties about the validity of proteinuria as a surrogate outcome of kidney disease [20]. For these reasons, trials generally change practice if they use hard clinical events as outcomes. These are final clinical endpoints such as ESRD, cardiovascular events (myocardial infarction and stroke, for example) and death. Although doubling of serum creatinine is not a hard clinical endpoint, it is a marker of progression of renal disease used by nephrologists as an endpoint [18].

**Table 3. Comparison between final outcome and intermediate (surrogate) response**

<table>
<thead>
<tr>
<th>Surrogate marker</th>
<th>Definition</th>
<th>Use</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>Relatively easily measured variables which predict a rare or distant outcome</td>
<td>May substitute for the clinical endpoint; provide insight into the causal pathway</td>
<td>(i) Reduction of sample size and duration (cost) of RCT; (ii) Assessment of treatments in situations where the use of primary outcomes would be excessively invasive or premature</td>
<td>(i) A change in valid surrogate endpoint does not answer the essential questions on the clinical impact of treatment (ii) It may lack some of the desired characteristics a primary outcome should have</td>
</tr>
<tr>
<td>Use</td>
<td>The real efficacy measure of a clinical study</td>
<td>Response variable of a clinical study (outcome)</td>
<td>A change in the final outcome answers the essential questions on the clinical impact of treatment</td>
<td>(i) Large sample size and long duration (cost) of RCT; (ii) Assessment of treatments may be premature or invasive</td>
</tr>
</tbody>
</table>

**Table 4. Validity issues for a surrogate end-point to be tested in a RCT**

<table>
<thead>
<tr>
<th>Surrogate marker validity: Is the plausible relationship between exposure (E) and the final hard outcome (H) fully explained by the surrogate marker (S)?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
</tr>
</tbody>
</table>

**Desired characteristics**

(i) Validity/reliability  
(ii) Availability, affordability; suitable for monitoring  
(iii) Dose-response relation predictive of the hard end-point  
(iv) Existence of a cut off point for normality  
(v) High sensitivity, specificity, +/− predictive values  
(vi) Changes rapidly/accurately in response to treatment  
(vii) Levels normalize in states of remission

**Measures of disease frequency and effect**

Hard outcomes are used to measure disease occurrence, as well as to estimate the effects of an exposure (Table 5). Prevalence and incidence of a disease are measures of disease occurrence in a population. Prevalence studies estimate the risk of having the disease. They assess the burden of disease in a population and are useful for health care policy. For example, if 25 of 100 subjects have a history of myocardial infarction, the prevalence of the disease in that group of individuals is 0.25. The risk of getting the disease is estimated in incidence studies. The observation of new cases over a certain period of time within a population of people at risk (i.e. disease free at the beginning of the study) allows estimation of the incidence of the disease in that population, over the specified time period. If five new cases occur in a year among 100 initially disease free individuals, the incidence of the disease is estimated at 0.05 per year. Measures of effects include comparisons of two or more measurements of disease occurrence by level of a factor. For example, prevalence or incidence rates can be compared by presence or absence of diabetes, using either a rate difference or ratio.

**Measurement errors**

Some systematic and random errors may occur during measurement (Table 1, Figure 2). Of interest to clinical trials are the strategies to reduce performance bias (additional therapeutic interventions preferentially provided to one of the groups) and to limit information
and detection bias (ascertainment or measurement bias) by masking (blinding) [22]. Masking is a process whereby people are kept unaware of which interventions have been used throughout the study, including when outcome is being assessed. Patient/clinician blinding is not always practical or feasible such as in trials comparing surgery with non-surgical therapy.

Finally, measurement error can occur in the statistical analysis of the data. Important elements to specify in the protocol include: definition of primary and secondary outcome measures; treatment of missing data; subgroup (secondary) analyses of interest; consideration of the inflation of type I error rate with multiple comparisons; potential confounders to control for and possible effect modifiers (interaction). The latter issue has implications for modelling techniques, as discussed in subsequent papers.

Concluding remarks: external and internal validity

The operational criteria applied in the design influence the external and internal validity of the study (Figure 2). Both construct validity and external validity relate to generalization. However, construct validity involves generalizing from the study programme/measure to the underlying concept of the programme/measure. It reflects how well the variables in the study (and their relationships) represent the phenomena of interest. For example, how well does the level of proteinuria represent the presence of kidney disease? Construct validity becomes important when a complex process, such as care for CKD, is being described. Maintaining consistency between the idea or concept of a certain care programme and the operational details of its specific components in the study may be challenging. External validity involves generalizing conclusions from the study context to other people, places or times. External validity is reduced if study eligibility criteria are strict, or the exposure or intervention is hard to reproduce in practice. The closer the intended sample is to the target population, the more relevant the study to this wider, but defined, group of people, and the greater its external validity. The same applies to the chosen intervention, control and outcome including the study context. For example, the applicability of results of a study comparing angioplasty and surgical revision to correct fistula stenosis is limited to the type of lesion, the portion of the affected conduit and to centres where the relevant treatments can be applied as it was in the study. The internal validity of a study depends primarily on the degree to which bias is minimized. Selection, measurement and confounding biases can all affect the internal validity.

In any study there is a balance between external and internal validity, as it is difficult and costly to maximize both. Designs that have strict inclusion and exclusion criteria tend to maximize internal validity, while compromising external validity. For example, if participants are only selected for a trial of blood pressure lowering if they demonstrate adequate adherence to therapy during a run-in phase, the internal validity will be enhanced through high adherence, and low drop-in and drop-out rates. However, the results of such a trial are not likely to be replicated in usual
practice. Internal validity is especially important in efficacy trials to understand the maximum likely benefit that might be achieved with an intervention, whereas external validity becomes more important in effectiveness studies. Involvement of multiple sites is an important way to enhance both internal validity (faster recruitment, quality control and standardized procedures for data collection, management, and analysis) and external validity (generalizability is enhanced because the study involves patients from several regions).
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