Analyzing hospitalization data: potential limitations of Poisson regression
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ABSTRACT

Background. Poisson regression is commonly used to analyze hospitalization data when outcomes are expressed as counts (e.g. number of days in hospital). However, data often violate the assumptions on which Poisson regression is based. More appropriate extensions of this model, while available, are rarely used.

Methods. We compared hospitalization data between 206 patients treated with hemodialysis (HD) and 107 treated with peritoneal dialysis (PD) using Poisson regression and compared results from standard Poisson regression with those obtained using three other approaches for modeling count data: negative binomial (NB) regression, zero-inflated Poisson (ZIP) regression and zero-inflated negative binomial (ZINB) regression. We examined the appropriateness of each model and compared the results obtained with each approach.

Results. During a mean 1.9 years of follow-up, 183 of 313 patients (58%) were never hospitalized (indicating an excess of ‘zeros’). The data also displayed overdispersion (variance greater than mean), violating another assumption of the Poisson model. Using four criteria, we determined that the NB and ZINB models performed best. According to these two models, patients treated with HD experienced similar hospitalization rates as those receiving PD [NB rate ratio (RR): 1.04 (bootstrapped 95% confidence interval (CI): 0.49–2.20); ZINB summary RR: 1.21 (bootstrapped 95% CI 0.60–2.46)]. Poisson and ZIP models fit the data poorly and had much larger point estimates than the NB and ZINB models [Poisson RR: 1.93 (bootstrapped 95% CI 0.88–4.23); ZIP summary RR: 1.84 (bootstrapped 95% CI 0.88–3.84)].

Conclusions. We found substantially different results when modeling hospitalization data, depending on the approach used. Our results argue strongly for a sound model selection process and improved reporting around statistical methods used for modeling count data.
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INTRODUCTION

Hospitalization rates are of relevance to patients, health care providers and policymakers because they are a measure of burden of disease and a key driver of health care costs [1]. Hospitalization rates (i.e. some event count over time) can be expressed as number of days spent in hospital per unit time, as we do in this study, or as number of admissions per unit time. Poisson regression is commonly used to estimate the effect of different interventions or risk factors on the rate of hospitalization [2–12].

However, Poisson regression requires that certain assumptions be met [13]. First, Poisson regression assumes that, conditional on a given set of covariate values, the variance of the distribution of the number of events is equal to the mean. Poisson regression may not perform well in situations where the conditional variance is greater than the conditional mean, a phenomenon known as overdispersion [14]. Second, in situations where a large proportion of patients are never hospitalized (i.e. have a zero count), data do not fit a Poisson distribution well. Both of these problems—too much variability and excess zeros—often occur in practice, but studies that have used Poisson regression to model hospitalization data have rarely reported whether these assumptions were tested or met [2–12]. While alternative modeling techniques have been developed to address these issues [13], they have not been widely used in nephrology research. The use of inappropriate models may have led to misleading results, as study conclusions often vary depending on the extent to which the requirements of the chosen model are satisfied [15, 16].

This paper used data from a previously published study [17] that compared hospitalization rates between patients
treated with hemodialysis (HD) and peritoneal dialysis (PD). In this re-examination, we compared the results of Poisson regression with three other models for count data that address overdispersion and/or excess zeros to determine if there was a meaningful impact on results and conclusions.

MATERIALS AND METHODS

Study design and patient population

We used data from a study that enrolled patients who were eligible for both HD and PD and who began outpatient dialysis in one of four Canadian dialysis programs (the Manitoba Renal Program, Sunnybrook Health Sciences Centre, London Health Sciences Centre, and Halton Healthcare Services) between 21 July 2007 and 30 April 2010 [17]. Research ethics board approval was obtained at all four sites. Patients were classified according to the initial outpatient dialysis modality. All patients were followed for at least 6 months or until the occurrence of kidney transplantation, death or the end of the follow-up period (4 November 2010). We sought to determine the impact of the initial outpatient modality on subsequent hospitalization rates.

Statistical analysis

Patient demographic characteristics, comorbidities and laboratory results were compared between those on HD and PD using Fisher’s exact test for categorical characteristics, and either two-sided, two-sample t-tests or Wilcoxon rank-sum tests for continuous characteristics.

We used four regression models to estimate the effect of dialysis modality on the rate of hospitalization (count of days spent in hospital per year of patient follow-up). To allow for comparability, all models were adjusted for the same patient demographic characteristics (age, sex), comorbidities (diabetes mellitus, coronary artery disease, congestive heart failure, peripheral vascular disease, a history of gastrointestinal bleeding), baseline laboratory results (estimated glomerular filtration rate, serum albumin), whether the patient received at least 4 months of pre-dialysis care, and whether dialysis started in hospital [2–12]. We screened all variables for multi-collinearity.

The Poisson model. We first fit a Poisson model to estimate the effect of dialysis modality on the rate of hospitalization. We then estimated the rate ratio (RR) comparing the hospitalization rate for HD compared with that for PD. We used graphical methods to compare observed rates to those predicted by the model.

Extensions of the Poisson model. Three common extensions of Poisson regression can address problems of overdispersion and excess zeros (see Supplementary data for visual representations). Negative binomial (NB) regression accounts for overdispersion by adding an additional dispersion (variance) parameter to the Poisson model. This model can accommodate increased variability [13]. The zero-inflated Poisson (ZIP) model deals with excess zeros by combining a logistic regression model with a traditional Poisson model [13, 18]. The Poisson portion models the count of days that individuals will spend in hospital, including the possibility of zero days. Then the logistic model estimates the probability—above and beyond that estimated by the Poisson model—an individual will spend zero days in hospital. The expected hospitalization rate for an individual is calculated by multiplying the probability of being hospitalized from the logistic model by the expected hospitalization rate from the Poisson model. Finally, zero-inflated negative binomial (ZINB) models can accommodate overdispersion and excess zeros, as they incorporate a logistic model and an NB model [13]. In our analyses, we adjusted for the same patient characteristics in the Poisson or NB and logistic models of the zero-inflated regressions.

The ‘summary RR’. Zero-inflated regression involves the estimation of two models, and as a consequence reports both odds ratios (ORs) and RRs. In our case, there is both an OR and an RR associated with the effect of HD versus PD on the rate of hospitalization. This makes zero-inflated models difficult to interpret and challenging to compare with the single summary measures (the RRs) reported by Poisson or NB models. However, a summary estimate of the overall effect of a covariate on the outcome of interest can be derived by combining information from both models [19]. This is done by estimating two expected hospitalization rates for every individual: one assuming he or she is on HD, and one assuming he or she is on PD. (In both of these calculations, the expected hospitalization rate is the product of the probability of not having a zero from the logistic model and the expected rate from the Poisson or NB model.) The mean of the HD rates divided by the mean of the PD rates gives a value that approximates the effect of HD versus PD on the outcome, and is comparable with the RRs generated by the Poisson and NB models [19]. A confidence interval (CI) for this summary RR can be calculated via bootstrap resampling [20] or the delta method. In our analysis, we used 1000 bootstrap replicates to estimate non-parametric bootstrapped CIs using a normal approximation, implemented via a Stata ado file (colinweaver.net/summaryRR). For comparison, we also calculated bootstrapped CIs for the NB and Poisson RRs.

Model assessment. We used four methods to assess the relative performance of the models (Supplementary data). First, we used a modified likelihood ratio test [21] to examine whether the NB model provided a significantly better fit of the data than the Poisson model. The same test was used to compare ZINB regression to ZIP regression [13]. A significant result indicated that the data were overdispersed and that the NB model (or ZINB model) was preferred. Second, we used a Vuong test to compare Poisson and NB regression with their zero-inflated counterparts [using both the Akaike’s information criterion (AIC) and Bayesian information criterion (BIC) adjustments] [22, 23]. The Vuong test compares the overall performance of non-nested models, taking into account model fit and parsimony (simplicity); in this case, a significant result indicates that the zero-inflated model fits the data better. Third, with a similar approach to the Vuong test, we used AIC and BIC values [13] to compare all models; a lower value indicates a better fit of the data after accounting for model
complexity (i.e. the number of model parameters). Lastly, we visually assessed the models by plotting observed hospitalization rate frequencies versus those expected by each model [13]. Figure 1 demonstrates the rationale behind this visual comparison technique. We used Stata (Version 11.2, StataCorp., College Station, TX) for all analyses.

RESULTS

Complete data were available for 313 of 314 study participants. The first outpatient treatment was PD for 107 patients (34%) and HD for 206 patients (66%) (Table 1). The total number of days spent in hospital per patient-year of follow-up was 7.2 for the HD group and 4.2 for the PD group [unadjusted RR_{HD:PD}: 1.71; standard 95% (CI) 1.58–1.85].

The Poisson model

According to the standard Poisson model, HD patients had significantly higher hospitalization rates than PD patients (adjusted RR_{HD:PD:} 1.93; standard 95% CI 1.78–2.10). However, 183 patients (58%) were never hospitalized—a high frequency of zero counts when compared with the 13.6 (4%) expected from the Poisson model.

Model assessment

The likelihood ratio test indicated that the NB model fit the data significantly better than the Poisson model (P < 0.001). The three other methods used to assess appropriateness were inconclusive as to whether ZINB or NB provided a better fit for these data. The AIC and BIC Vuong tests were contradictory as to which of these two models was best (P = 0.070 and P = 0.998, respectively). The information criteria were also not in agreement, with AIC/BIC values of (lower is better): 1553/1654 (ZINB), 1567/1620 (NB), 5489/5586 (ZIP) and 10 924/10 973 (Poisson). The visual assessment shows ZINB to fit the data slightly better than NB, with both being visibly better than ZIP and Poisson (Figure 2).

Extensions of the Poisson model

When the data were modeled using ZIP regression, the adjusted summary RR_{HD:PD} was 1.84 (bootstrapped 95% CI 0.88–3.84). (The bootstrapped 95% CI for the Poisson model was 0.88–4.23, which, unlike the standard CI, no longer shows a significant difference between the treatments.) Unlike the Poisson and ZIP models, when the data were modeled using NB and ZINB models, the RR and summary RR were much closer to 1 (Figure 3); the NB model had an adjusted RR_{HD:PD} of 1.04 (bootstrapped 95% CI 0.49–2.20), and the adjusted summary RR_{HD:PD} from the ZINB model was 1.21 (bootstrapped 95% CI 0.60–2.46).

DISCUSSION

In this study, we compared the results of Poisson regression with other approaches for modeling hospitalization data that address overdispersion and/or excess zeros. We found substantially

**FIGURE 1:** Assessing the models visually. Three randomly generated datasets with theoretical means of 5 are compared against a Poisson distribution with a mean of 5 (black line). Such a comparison can show if and how data deviate from a Poisson distribution—either via overdispersion or excess zeros. Data were generated from the following distributions: Poisson (top), negative binomial (middle) and zero-inflated Poisson (bottom).

**Table 1. Patient characteristics by dialysis treatment**

<table>
<thead>
<tr>
<th>Patient group</th>
<th>PD</th>
<th>HD</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>107</td>
<td>206</td>
<td></td>
</tr>
<tr>
<td>Follow-up in days, median (IQR)</td>
<td>765 (625–882)</td>
<td>742 (637–861)</td>
<td>0.60</td>
</tr>
<tr>
<td>Started dialysis as inpatient, n (%)</td>
<td>15 (14)</td>
<td>115 (56)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Age, mean (range)</td>
<td>61.2 (19–90)</td>
<td>62.5 (22–95)</td>
<td>0.48</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>49 (46)</td>
<td>87 (42)</td>
<td>0.55</td>
</tr>
<tr>
<td>Albumin (g/L), mean</td>
<td>34.1</td>
<td>30.3</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>eGFR (mL/min/1.73 m²), mean</td>
<td>8.1</td>
<td>8.2</td>
<td>0.32</td>
</tr>
<tr>
<td>Diabetes mellitus, n (%)</td>
<td>53 (50)</td>
<td>115 (56)</td>
<td>0.34</td>
</tr>
<tr>
<td>Congestive heart failure, n (%)</td>
<td>14 (13)</td>
<td>62 (30)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Coronary artery disease, n (%)</td>
<td>21 (20)</td>
<td>57 (28)</td>
<td>0.13</td>
</tr>
<tr>
<td>Peripheral vascular disease, n (%)</td>
<td>8 (7)</td>
<td>34 (17)</td>
<td>0.035</td>
</tr>
<tr>
<td>Gastrointestinal bleeding, n (%)</td>
<td>7 (7)</td>
<td>21 (10)</td>
<td>0.40</td>
</tr>
<tr>
<td>Pre-dialysis care (&gt;4 months), n (%)</td>
<td>97 (91)</td>
<td>137 (67)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

PD, peritoneal dialysis; HD, hemodialysis; IQR, interquartile range; eGFR, estimated glomerular filtration rate.
different estimates of the effect of dialysis modality on hospitalization rates, depending on the approach used. Traditional Poisson regression did not fit our data well and not only led to a higher relative rate of hospitalization among HD patients compared with patients treated with PD, but a statistically significant difference in hospitalization rates between groups. Models that accounted for the overdispersion contradicted this finding. Our data are consistent with other studies. Point estimates have been shown to be less precise in situations where an inappropriate model is used [15, 16]. In addition, standard CIs are narrower in Poisson compared with NB models [14, 15], and tend to be narrower in ZIP compared with ZINB models [16]. This can lead to erroneously significant findings in the presence of overdispersion or excess zeros. In our example, the standard CIs generated by Poisson regression were much narrower than those generated by bootstrap methods or by NB regression. This resulted in the observation of a significant difference in the relative hospitalization rates among patients treated with HD compared with PD that was not present when more appropriate models were used.
Our results highlight the need to follow a sound model selection process when analyzing count data. A brief review of the literature comparing hospitalization rates between patients treated with HD or PD highlights the need to improve reporting around the statistical methods used [2–12]. None of the papers reviewed that used Poisson regression reported checking the assumptions underlying the approach or exploring other modeling strategies. Given the potential consequences of incorrect model choice, particularly in the presence of overdispersed data or an excess of zero counts, improved reporting and transparency around the statistical methods used is needed so that studies can be critically reviewed.

Despite their inherent appeal, there are important challenges when employing zero-inflated count models (ZIP and ZINB). In particular, communicating the results of an analysis that used a zero-inflated model can be difficult. These models produce two sets of results—one from the logistic portion of the model (ORs), and the other from the Poisson or NB portion of the model (RRs). While it is possible to calculate a summary RR of the overall effect of a covariate on the count outcome, in practice this takes some time and knowledge. Our analyses were done in Stata using an ado file we wrote to calculate the summary RR and its CI. The ado file is available online at colinweaver.net/summaryRR. In other statistical packages, predicted rates need to be used to calculate the summary RR, and a CI must be computed [19]. A CI can be calculated via bootstrap resampling or the delta method (the latter can be done with the NL MIXED command in SAS, see colinweaver.net/summaryRR). Simulation analyses comparing bootstrapping to the delta method for the summary RR CI have not been done; however, analyses using more complex models might look to bootstrapping [19], which is unfortunately the more computationally intensive method. Fitting our ZINB model on 1000 bootstrap resamples (a suggested number [13]) took 12 min on an Intel Xeon X5560 processor, with 313 individuals and 12 independent variables in each of the two models. Computing bootstrapped CIs with larger datasets and more variables could take prohibitively long.

Our study has several limitations. First, our dataset was relatively small and it is possible that larger or different datasets would give different results. However, previous studies would seem to support our conclusions regarding the modeling of count data [14–16]. At a minimum, our results reinforce the need for a sound model selection process and careful reporting of statistical methods in such analyses. Second, there is debate as to the best way to use zero-inflated models in practice. For example, there is a lack of consensus as to whether superior model fit is a sufficient reason to use a zero-inflated model. Some argue that there must also be a theoretical justification for two processes generating zero counts. For example, in a study where the outcome is number of pregnancies, zero counts could occur because the subject was male and unable to get pregnant, or because a woman did not become pregnant. If the sex of the subject was not observed, it would be logical to use a zero-inflated model. However, others argue that the presence of two processes generating zero counts is not a requirement for using zero-inflated models [13, 24]. We did not examine two other approaches often used when modeling count data: the hurdle model and the use of other calculation methods for CIs (besides bootstrap CIs). Hurdle models are very similar to zero-inflated models, containing a logistic model to address excess zeros and a truncated Poisson or NB model for non-zero counts (a summary RR can also be calculated for hurdle models) [13, 25]. Poisson and ZIP CIs can be modified to give more appropriate (usually wider) ranges when minor overdispersion is present [15, 16]: approaches include quasi-Poisson (Poisson regression only), bootstrap, robust and jackknife methods. It is important to note that these four techniques only affect the estimation of the variance, and therefore the width of the CIs, but not the point estimate (RRs) of the models.

We compared the results of Poisson regression with other approaches for modeling hospitalization data that address overdispersion and/or excess zeros. We found substantially different results about the effect of dialysis modality on hospitalization rates, depending on the approach used. Our results argue strongly for a sound model selection process and improved reporting around statistical methods used for modeling count data.
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Supplementary data are available online at http://ndt.oxfordjournals.org.
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