Coseismic and post-seismic activity associated with the 2008 $M_w$ 6.3 Damxung earthquake, Tibet, constrained by InSAR
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SUMMARY
The 2008 $M_w$ 6.3 Damxung earthquake on the Tibetan Plateau is investigated to (i) derive a coseismic slip model in a layered elastic Earth; (ii) reveal the relationship between coseismic slip, aftershock and aftershocks and (iii) place a lower bound on mid/lower crustal viscosity. The fault parameters and coseismic slip model were derived by inversion of Envisat InSAR data. We developed an improved non-linear inversion scheme to find an optimal rupture geometry and slip distribution on a fault in a layered elastic crust. Although the InSAR data for this event cannot distinguish between homogeneous and layered crustal models, the maximum slip of the latter model is smaller and deeper, while the moment release calculated from both models are similar. A $\sim$1.6 yr post-seismic deformation time-series starting 20 d after the main shock reveals localized deformation at the southern part of the fault. Inversions for afterslip indicate three localized slip patches, and the cumulative afterslip moment after 615 d is at least $\sim$11 per cent of the coseismic moment. The afterslip patches are distributed at different depths along the fault, showing no obvious systematic depth-dependence. The deeper of the three patches, however, shows a slight tendency to migrate to greater depth over time. No linear correlation is found for the temporal evolution of afterslip and aftershocks. Finally, modelling of viscoelastic relaxation in a Maxwell half-space yields a lower bound of $1 \times 10^{18}$ Pa s on the viscosity of the mid/lower crust. This is consistent with viscosity estimates in other studies of post-seismic deformation across the Tibetan Plateau.
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1 INTRODUCTION
On 2008 October 6, a $M_w$ 6.3 earthquake occurred in the Damxung area of Tibet in western China. This event locates in the central part of the Yadong-Gulu rift system (Fig. 1), which extends about 500 km from Yadong in the Himalayan area up to the Gulu basin in central Tibet (Armijo et al. 1986). The NNE-trending, east-dipping boundary normal fault at the western side of the rift was suggested by Wu et al. (2011) as the source fault, according to analysis of isoseismal contours and aftershock distribution. However, detailed studies with various InSAR data (Elliott et al. 2010; Sun et al. 2011; Liu et al. 2012) lead to a different view that the fault causing the earthquake is a west-dipping secondary fault on the other side of the graben.

The Yadong-Gulu rift has long been characterized by moderate to large earthquakes. Last century, the 1952 $M$ 7.5 earthquake struck the northern part of this rift at the Gulu Basin, and the 1992 $M_w$ 6.2 earthquake hit Nyemu County immediately to the SW of the 2008 event. The 1411 AD $M$ 8.0 earthquake is the largest one ever documented along this rift (Liu et al. 2012). Determination of accurate source parameters for the 2008 Damxung event is important for understanding local seismic risk and tectonic activity.

Detailed analysis and modelling of seismic data from project INDEPTH II (International Deep Profiling of Tibet and the Himalaya), which extends from the Tethyan Himalaya, across the Yarlu-Zangbo suture, to the centre of the Lhasa terrane, reveals that the upper crust in this region consists of layers with different velocities and that a low-velocity mid- to lower crust exists beneath $\sim$15 km (e.g. Nelson et al. 1996; Yuan et al. 1997; Kola-Ojo & Meissner 2001; Klemperer 2006). Klemperer (2006) also summarized the magnetotelluric (MT) studies across the plateau and interpreted the high electrical conductivity as induced by partial melt and/or saline aqueous fluids. Rippe & Unsworth (2010) related the high conductivity of mid- to lower crust to effective viscosities of $2.5 \times 10^{18}$ to $3.0 \times 10^{20}$ Pa s for the southern part of the Lhasa block. It would be of interest to obtain a constraint on the mid/lower crustal viscosity at this region from modelling of the InSAR observed post-seismic deformation.
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Figure 1. (a) Earthquake location (red stars, marked by catalogue name and magnitude) and shaded relief topography for the Damxung area. SRTM DEM (Farr et al. 2007) at 90 m resolution is shown. Red lines mark fault traces compiled by Styron et al. (2010). The Yarlung-Zangbo suture zone is delineated by thick yellow line. Black line marks the main shock fault surface trace and dashed black rectangle is surface-projected dislocation determined by InSAR in this study. Envisat track 176 is marked by white dashed box. Two blue circles show the locations of the 1952 $M$ 7.5 and 1992 $M_w$ 6.2 earthquakes, and magnitude is scaled to dot size. Inset shows the regional setting of the study area (blue box). (b) Topographic profile across the rift, along blue line A–A’ in (a).

A number of thrust and strike-slip events around the globe have been examined geodetically to investigate (i) the mechanism responsible for observed post-seismic deformation; (ii) the relationship between afterslip and aftershocks and (iii) the rheology of the crust and/or upper mantle (e.g. Peltzer et al. 1996; Deng et al. 1998; Bürgmann et al. 2002; Pollitz 2005; Hsu et al. 2006; Johanson et al. 2006; Ryder et al. 2007). However, only a small number of studies have focused on normal-faulting events (e.g. Nishimura & Thatcher 2003; Gourmelen & Amelung 2005; Riva et al. 2007; Ryder et al. 2010; Copley et al. 2012; D’Agostino et al. 2012). Previous published studies of the 2008 Damxung earthquake have examined the coseismic slip distribution (e.g. Elliott et al. 2010; Sun et al. 2011; Liu et al. 2012). The 2008 event also offers an opportunity to study the spatio-temporal evolution of afterslip, to test whether afterslip is temporally correlated with aftershocks, and to constrain the lower bound of mid/lower crustal viscosity for this part of the rift.

In this paper, we present a new inversion for coseismic slip distribution from three interferograms spanning the earthquake, exploring faults buried in both a homogeneous and a layered crust. A post-seismic deformation time-series (2008 October–2010 June) covering 12 SAR acquisitions is constructed using 17 interferograms (Table S1), and inverted for transient afterslip on the fault ruptured by the earthquake at each epoch. Then the temporal evolution of afterslip is compared with that of aftershocks. Finally, a lower bound on viscosity of the mid/lower crust of southern Tibet is estimated by comparing observed InSAR displacements with those computed assuming a model of viscoelastic relaxation of coseismic stress changes.

2 DATA

2.1 Interferograms

SAR images used in this study are from the ESA’s Envisat satellite, which operates at C-band, with wavelength $\sim$5.6 cm. Scenes for both coseismic and post-seismic analysis are from descending track 176. The Shuttle Radar Topography Mission (SRTM; Farr et al. 2007) DEM with 90 m resolution is used to remove the phase component contributed by the topography.

All interferograms are produced from SAR scenes with perpendicular baseline smaller than 150 m, using the ROI_PAC software (Rosen et al. 2004). DORIS orbital information is used to remove orbital contributions to the mapped displacement. Interferograms are unwrapped using a branch-cut method (a ROI_PAC classic unwrapper) based on Goldstein et al. (1988). Out of a total of 56 interferograms, we choose three with good coherence to conduct a coseismic inversion for distributed slip, and 17 to build up a time-series of post-seismic deformation (Fig. 2).

2.1.1 Correction of tropostatic noise and orbital error

The main limitation of low-amplitude tectonic signal detection using InSAR is that orbital error and atmospheric delay projected into the line-of-sight direction can be at the same level as tectonic signals, or even larger, reaching tens of centimetres (Zebker et al. 1997). To minimize these effects, we apply a joint correction to each interferogram. Before correcting orbital error and tropostatic
As suggested by previous studies (e.g. Fialko et al. 2001; Sandwell et al. 2002; Simons et al. 2002), inversions incorporating interferograms with different look directions provide more reliable estimates of slip on the fault plane than those derived from only one look direction. However, in this study, the ascending data (Fig. S1) we obtained from ESA cover only part of the deformed area, and have relatively large noise (see also figs 5a and c in Sun et al. 2011). We therefore focus on data from descending track 176. We note that the coseismic interferograms in Figs 2(a)–(c) cover post-seismic periods (20, 90 and 215 d, respectively) as well as the earthquake itself, so there may be some post-seismic deformation included. In addition, a small component of the observed phase is related to non-tectonic noise, such as uncorrected atmospheric effects, orbital error, and DEM error. Fig. 3(d) shows displacement profiles crossing the fault trace. The maximum line-of-sight displacement in the hanging wall reaches 28 cm, while in the footwall, the negative line-of-sight displacement is only ~5 cm. The asymmetry of the displacement profile is expected of dip-slip earthquakes.

2.2 Aftershocks
The aftershock dataset we use for temporal analysis is from the China Earthquake Data Centre (hereafter referred to as CEDC). It provides earthquake location, local magnitude and phase information free online (http://data.earthquake.cn/data/). Among the recorded aftershocks, most occurred within 100 d following the main shock (Fig. 4). We compare the temporal evolution of post-seismic slip and aftershocks, considering events until 2010 August 31.

Fig. 4 shows the number of CEDC-recorded aftershocks, \( n(t) \), as a function of time \( t \) for the first year following the main shock. The curve fit to aftershocks (between the third day to the end of the first year since the main shock) using the a power-law equation:

\[
n(t) = k(t + 1)^{-p},
\]

where \( k, c, p \) are constants, gives a \( p \) value of 1.24. The \( p \) value falls near the higher end of the typical range of other aftershock sequences (Dieterich 2007), but we note that it is lower than for the L’Aquila event (D’Agostino et al. 2012), another moderate-size normal faulting earthquake. The two largest aftershocks occurred on 2008 October 6 and 2008 October 8, with local magnitude 5.5 and 5.7, respectively. The cumulative moment released by the first year of aftershocks is \( 4.68 \times 10^{17} \) Nm, which represents 13 per cent of the energy released by the main shock. The cumulative aftershock moment during the period spanned by the post-seismic data is only 5 per cent.

3 COSEISMIC SLIP INVERSION METHOD
From the noise-corrected co-seismic interferograms, we aim to estimate the following source parameters for the Damxung earthquake: location (centre of fault trace), strike, dip, rake, upper and lower depth of the fault, fault length and slip. Both a homogeneous elastic half-space (Okada 1985) and a layered elastic half-space (Wang et al. 2003) are considered. For both earth models, we first carried out a non-linear inversion to estimate all of the fault parameters listed above, with uniform slip across the fault plane. We then carried out a linear inversion for distributed slip, holding other parameters fixed.
3.1 Homogeneous crust

3.1.1 Uniform slip model

We first assume uniform coseismic slip on a rectangular plane in an elastic half-space. The three unwrapped coseismic interferograms are down-sampled using a quadtree algorithm (Jönsson et al. 2002) to give 4793 pixels in total, greatly reducing the computational effort in the inversion. The influence of residual spatially correlated atmospheric noise is accounted for by the weighting matrix derived from Cholesky factorization (Harris & Segall 1987) of the inverse of the data covariance matrix. The covariance matrix is calculated from the 1-D covariance equation that best describes the autocorrelation between every pair of pixels at a given distance in the non-deforming area (Lohman & Simons 2005). A simulated annealing algorithm (Jönsson et al. 2002) is employed to find the global optimal model that minimizes the objective function, which is the sum of squares of weighted residuals (observed minus predicted displacements). The downhill simplex method (Nelder & Mead 1965) is used to test models returned by the simulated annealing method to avoid local minima (Wright et al. 1999). The optimal model is listed in Table 1. To determine parameter errors (e.g. Funning et al. 2005; Devlin et al. 2012), 100 simulated sets of spatially-correlated noise (Wright et al. 2003) are added to the displacement data, and then the optimal model is derived for each of the perturbed data sets using the hybrid simulated annealing and downhill simplex algorithm. Parameter errors are estimated from the obtained distributions by taking the standard deviations (Fig. S2).

3.1.2 Distributed slip model

Although residuals for the uniform slip model are generally small, as discussed in Section 5.1, we see localized residuals near the fault,
especially around the southern end. To reduce residuals and obtain a more realistic slip model with distributed slip, we solved for slip on multiple fault patches using a linear inversion approach.

We initially fixed the rake at the value derived from the uniform slip model. Fault orientation parameters (location, strike and dip) were also fixed. We impose a non-negative slip constraint to obtain the slip distribution on the fault plane. The Laplacian operator was used to smooth the slip solution, and its effect was controlled by the smoothing factor, \( k \), which also controls a constraint of zero slip on the side and lower edges of the fault plane (Jónsson et al. 2002).

A resolution test (Fig. S3) indicates that slip at shallow downdip depth (0–5 km) can be well resolved in spatial pattern and amplitude, while slip at intermediate depth (5–11 km) is generally well recovered (small smearing with surrounding patches). Deeper slip patches (12–20 km) are smeared to a greater extent and may be mislocated.

We also solve for the slip vector by allowing variable rake. From the uniform slip modelling, we infer that the rake is between \(-45^\circ\) and \(-135^\circ\). So, by calculating Green’s functions for unit slip in these two end-member directions, the component of slip in each direction can be estimated (e.g. Ryder et al. 2010). Through vector calculation, we obtained both the direction and magnitude of slip on each fault patch.

### 3.2 Layered crust

The models described above consider the crust as a homogeneous elastic half-space, using the Okada model (Okada 1985). The effect of the layered elastic structure of the Earth on inversion of geodetic data has been widely discussed and tested (e.g. Savage 1987; Wald et al. 1996; Simons et al. 2002; Amoruso et al. 2004; Fialko 2004; Zhao et al. 2004; Hearne & Bürgmann 2005). It is generally found that incorporating depth dependence of elastic moduli can increase estimates of centroid depth and estimated moment compared to those obtained for an Okada half-space model. Thus, we consider local seismic velocity structures proposed by various studies outlined below, and implement an inversion for a layered crust.

Yuan et al. (1997) used recordings from INDEPTH II, GEDEPTH (German Depth Profiling of Tibet and the Himalayas) and the permanent broad-band Lhasa station to image the lithospheric structure of southern Tibet. The key feature of the velocity profile at station A36 (closest to the fault trace) is: a crustal low-velocity zone north of the Yarlu-Zangbo suture (at depths 13–30 km); a Moho depth of 70–80 km; and an S wave velocity of \( \sim 2.6\) km s\(^{-1}\) down to a depth of \( \sim 2.5\) km, and \( \sim 3.5\) km s\(^{-1}\) at greater depths down to \( \sim 13\) km (refer to fig. 5 of Yuan et al. 1997). Kola-Ojo & Meissner (2001) compared a velocity profile derived from GEDEPTH data with that at A36 from Yuan et al. (1997), showing a much lower S wave velocity in the upper \( \sim 20\) km of crust (refer to fig. 5 of Kola-Ojo & Meissner 2001). Using surface wave dispersion analysis, Rapine et al. (2003) found significant variation in the crustal velocity structure of southern and northern Tibet. The Lhasa terrane (where the 2008 Damxung earthquake occurred), with an S wave velocity of \( 2.75\) km s\(^{-1}\) in the upper \( \sim 5\) km, has a low-velocity zone of \( 3.35\) km s\(^{-1}\) in the middle crust between 20 and 30 km (refer to fig. 6 of Rapine et al. 2003).

### Table 1. Source parameters derived from joint inversion of three Envisat interferograms, assuming uniform slip on rectangle buried in homogeneous and layered crust. InSAR results (Elliott et al. 2010; Liu et al. 2012) and seismic source parameters are also listed for comparison.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Homogeneous crust (this study)</th>
<th>Layered crust (this study)</th>
<th>Homogeneous crust (Liu et al. 2012)</th>
<th>Homogeneous crust (Elliott et al. 2010)</th>
<th>USGS</th>
<th>GCMT</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X (\text{km}) )(^a)</td>
<td>0.45 ± 0.05</td>
<td>0.76 ± 0.30</td>
<td>0.26 ± 0.02</td>
<td>0.58 ± 0.1</td>
<td>-18.73</td>
<td>7.36</td>
</tr>
<tr>
<td>( Y (\text{km}) )(^a)</td>
<td>2.87 ± 0.11</td>
<td>2.55 ± 0.71</td>
<td>2.42 ± 0.05</td>
<td>3.55 ± 0.1</td>
<td>24.62</td>
<td>-7.54</td>
</tr>
<tr>
<td>Strike (( ^\circ ))</td>
<td>179.4 ± 0.5</td>
<td>180.0 ± 2.3</td>
<td>182.2 ± 0.2</td>
<td>181 ± 1</td>
<td>180</td>
<td>178</td>
</tr>
<tr>
<td>Dip (( ^\circ ))</td>
<td>54.8 ± 0.6</td>
<td>54.1 ± 2.9</td>
<td>54.4 ± 0.3</td>
<td>47 ± 1</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>Rake (( ^\circ ))</td>
<td>-114.6 ± 1.8</td>
<td>-108.4 ± 12.1</td>
<td>-111.7 ± 0.7</td>
<td>-115 ± 2</td>
<td>-119</td>
<td>-122</td>
</tr>
<tr>
<td>Top (( \text{km} ))(^b)</td>
<td>5.18 ± 0.09</td>
<td>5.63 ± 0.46</td>
<td>4.54 ± 0.04</td>
<td>4.0 ± 0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bottom (( \text{km} ))(^b)</td>
<td>10.30 ± 0.21</td>
<td>10.47 ± 1.55</td>
<td>10.95 ± 0.05</td>
<td>10.7 ± 0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Length (( \text{km} ))</td>
<td>8.81 ± 0.14</td>
<td>8.99 ± 0.80</td>
<td>9.58 ± 0.07</td>
<td>10.4 ± 0.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slip (( m ))</td>
<td>1.76 ± 0.10</td>
<td>1.90 ± 0.55</td>
<td>1.33 ± 0.02</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Moment (( 10^{18} \text{ N m} ))</td>
<td>3.13 ± 0.18</td>
<td>3.29 ± 0.95</td>
<td>3.23</td>
<td>3.1 ± 0.1</td>
<td>3.4</td>
<td>3.65</td>
</tr>
</tbody>
</table>

\(^a\)X, Y are the central coordinates of the fault’s upper edge projected to the surface. Reference point is at N29.728 E90.424.

\(^b\)Top, bottom are the depth of the upper and lower edge of the fault plane, respectively.
Density, rigidity, and Young's modulus are vector parameters summarizing the model parameters. The $V_p/V_s$ ratios are consistent with a Poisson's ratio of 0.25 (Owens & Zandt 1997; Kind et al. 2002). Layer densities ($\rho$) are estimated from an empirical velocity–density relationship (Berteussen 1977):

$$\rho = 0.77 + 0.32 \times V_p,$$

To account for the layered nature of the crust, we utilize the software EDGRN/EDCMP (Wang et al. 2003), instead of the commonly used Okada model (Okada 1985), in the objective function to calculate line-of-sight displacements. It is demonstrated that the improved algorithm can retrieve synthetic source parameters well (see Table S2 and Fig. S4 for details of the test). The Fortran code EDGRN/EDCMP was developed by Wang et al. (2003) to compute displacements due to slip on a rectangular dislocation in a layered elastic medium. It comprises two modules: EDGRN calculates Green's functions at different depths and locations, by superposing the effect of each point source. The required input includes P-wave velocities, S-wave velocities and densities for each layer. The thickness of each layer should also be specified. EDCMP reads Green’s functions passed from EDGRN, and calculates static deformation at each position according to the input fault parameters.

The modelling approach used for the layered case to derive distributed slip was otherwise the same as that used for the homogeneous case. Fault parameters (location, strike and dip) derived from the uniform-slip model (Fig. S5) assuming a layered crust were passed to the EDCMP module to build Green’s functions. Here, the fault plane was also discretized into 1 km$^2$ squares. Following the computation of the Green’s functions, the inversion procedure is the same as that described in Section 3.1.2 to derive a slip distribution for the homogeneous crust case.

### 4 Post-Seismic Deformation Time-Series and Afterslip Inversion

We selected 17 differential interferograms (Table S1) with good coherence to construct post-seismic deformation time-series spanning 2008 October 26 to 2010 August 22, and consisting of 11 time intervals. Each unwrapped interferogram was down-sampled by a factor of 10. Next, a least squares inversion for line-of-sight displacement change at each pixel during each time interval was performed using the following equation:

$$\begin{pmatrix} G \\ kT \end{pmatrix} m = \begin{pmatrix} d \\ 0 \end{pmatrix},$$

where $G$ is a matrix of ones and zeros referencing the interferogram time intervals, $m$ is a vector of the displacement at each time that we need to derive, $k$ is a temporal smoothing factor that controls the effect of the smoothing operator $T$ and $d$ is a vector of line-of-sight displacement (Berardino et al. 2002; Schmidt & Bürgmann 2003; Philibosian & Simons 2011; Barnhart & Lohman 2012). The smoothing operator $T$ is a matrix constructed assuming a first-order linear increment of displacement in the time domain.

### 5 Inversion Results

#### 5.1 Coseismic Inversion

The model of uniform slip on a rectangular fault plane buried in a homogeneous crust reproduces the line-of-sight surface displacements well, with rms misfits of 1.43, 1.10 and 1.62 cm, respectively, for the three interferograms. Errors in inferred fault parameters are generally small (Table 1). The estimated fault plane strikes nearly north–south, dips to the west at 54.8°, and is buried with its top edge at a downdip depth of ~5 km. This result is consistent with other InSAR studies of the earthquake source parameters (Elliott et al. 2010; Sun et al. 2011; Liu et al. 2012), but differs from that deduced by Wu et al. (2011), who suggests that the east-dipping boundary fault ruptured based on seismicity and ground motion data. Uniform slip including crustal layering gives parameters of
Figure 5. Post-seismic deformation time-series. The first panel is the linearly back-projected LOS displacement between the earthquake and the first SAR acquisition after the earthquake, with dashed box as the surface projection of the fault plane. Positive range change represents motion away from the satellite, while negative range change indicates motion towards the satellite. Black line represents the fault trace inferred in this study. Pixels in the black box on the hanging-wall (440 d deformation map) are averaged for cumulative line-of-sight displacement calculation in Fig. 6. Days refer to number of days after earthquake on 2008 October 6.

Figure 6. Cumulative number of aftershocks and cumulative line-of-sight post-seismic displacement as a function of time. Cumulative post-seismic displacement is the average value of pixels in the black box in Fig. 5.

fault location, strike and dip comparable to those derived from homogeneous crustal model. The rms misfits between predicted and observed displacement are 2.02, 1.46 and 1.43 cm for the three interferograms.

The distributed slip model with fixed rake positivity constraint generally shows the same slip pattern for both crustal models (Figs 7a and b). Slip greater than 1.0 m occurs mainly between 6 and 12 km downdip distance, but the peak slip from the homogeneous crust model is ∼30 cm larger than that from the layered crust model. Several patches on the shallow southern part of the fault show a maximum of 0.5 m slip. The rms misfits between predicted and observed displacement for the homogeneous crust model are 1.23, 1.07 and 1.44 cm, and 1.23, 1.06 and 1.45 cm for layered crust model.

The slip vector is solved for both crustal models (Figs 7d and e). Again, as for the model with fixed rake, the general slip patterns are similar: the primary slip patch tapers to the upper northern part of the fault. The maximum slip for the layered model is 2.22 m at a downdip depth of 9.5 km, and for the homogeneous model the maximum is 2.38 m at 8.5 km depth. The oblique slip on the
Deep northern part of the fault plane may be an artefact caused by residual noise localized in the northern part of the hanging wall. We run the inversion 100 times to invert the 100 sets of realistic noise-perturbed data for slip distribution on each patch (Wright et al. 2003; Barnhart & Lohman 2013). The estimated error on each patch is one standard deviation of the derived 100 slip values. All errors are less than 8 cm (Figs 7g and h). The overall area of slip in the layered model is slightly larger and deeper than that for homogeneous one. The moment release of the layered crust slip model is $3.67 \times 10^{18}$ N m, and $3.60 \times 10^{18}$ N m for the homogeneous crust model, both equivalent to a $M_w 6.3$ earthquake. The rms misfits are slightly reduced relative to the fixed rake case: 1.20, 1.04 and 1.41 cm for the homogeneous crustal model, and 1.21, 1.03 and 1.42 for the layered model.

The above analysis demonstrates that the InSAR data for this event are not able to distinguish between homogeneous and layered crustal models, in terms of goodness of fit. This is possibly due to the fact that the coseismic slip is mainly buried beneath the upper low-rigidity layer. However, when the previously mentioned independent geophysical evidence for layering is taken into account, estimated slip is deeper and has smaller magnitude than for a homogeneous model.

Fig. 8 shows the observed and modelled coseismic line-of-sight displacements, as well as the residuals for the distributed slip model with variable rake in a layered crust. The hanging wall residuals for the three coseismic interferograms show a consistent trend, from negative in the date pair 2008 September 21–2008 October 26, nearly zero in 2008 May 04–2009 January 04, to positive in 2008 September 21–2009 April 19. This indicates that the slip model reproduces the second interferogram (2008 May 04–2009 January 04) best, and moderately overestimates the ‘real’ coseismic slip. The residuals for the coseismic interferogram spanning 215 d after the earthquake (2008 September 21–2009 April 19) show a positive line-of-sight displacement (consistent with additional subsidence) in the hanging wall of the rupture, which may suggest a contribution of afterslip that we explore in detail below. The negative residuals in the near field at the southern end of the fault may be a result of a simplified fault geometry.

5.2 Afterslip inversion

The afterslip inversion results show some stable spatial features (Fig. 9). Three patches A, B and C appear in all time-series epochs.
Figure 8. InSAR observations and model prediction from slip distribution model with variable rake in a layered crust. Residuals are shown in the third column. Black lines mark fault trace. SAR acquisition dates are in yymmdd format on the right side of each residual map. Positive range change represents motion away from the satellite, while negative range change indicates motion towards the satellite.

The shallowest patch A sits at the southern part of the fault, at a downdip distance of 3–5 km. This patch smears with the other two patches in the second to fifth epochs. Patch B is located at a downdip depth of 6–8 km, overlapping with the upper edge of the coseismic slip model. The third and largest patch C lies roughly downdip and just south of the rupture at 10–15 km depth. The spatial pattern of this deep-seated patch is not stable, as the third to fifth epochs show variable depth range, likely due to the fact that it is harder to consistently resolve this deeper slip patch.

The rms misfits between modelled and observed post-seismic displacements for each epoch are smaller than 0.73 cm. The post-seismic deformation time-series is satisfactorily reproduced (Figs S6 and S7). Afterslip errors are estimated by re-running the inversion of noise-perturbed time-series 100 times to obtain a slip value distribution for each patch. The standard deviation of each patch is plotted as a separate time-series in Fig. S8, showing that the spatial distribution of error is similar to that of afterslip. For patch A, the error is <10 cm. For patch B, the error does not increase significantly with time, and for patch C, the error is obviously larger than that for patches A and B, and increasing with time. The largest error for each epoch appears at variable depth on the most northern part of the fault. This may result from the residual atmospheric noise in the northwest part of the hanging wall being mapped into the slip distribution. Error calculation and analysis indicate that
Figure 9. Cumulative transient afterslip estimated for the date of each post-seismic SAR acquisition using the layered model, compared with the coseismic slip distribution derived from the layered crust model with fixed rake (blue contours, labels in metres). A, B and C are three spatially stationary patches discussed in the text. Numbers at the upper left-hand corner indicate days since main shock.

The obvious discontinuity of the moment release at 335 and 405 d after the main shock might be a result of overcorrection of atmospheric and orbital noise, which in turn may underestimate the afterslip. This underestimation can also be seen from the fits to averaged afterslip of each patch (Fig. 10). We should note that both afterslip and moment are expected to be larger than presented here, because the linear estimation of the first 20 d of deformation would likely have underestimated the initial post-seismic deformation.

6 VISCOELASTIC MODELLING

The mid/lower crustal and/or upper mantle viscosity of the Tibetan Plateau has been estimated from InSAR studies of several moderate to large earthquakes that occurred in recent years (e.g. Ryder et al. 2007, 2010, 2011; Wen et al. 2012; Yamasaki & Houseman 2012). However, the earthquakes studied are mainly strike-slip, and involve faults located generally in regions close to the margins of the Tibetan Plateau. Thus, the viscosity of the interior of Tibet is not well established. Here, we adopt the same method as used by Ryder et al. (2010) to constrain local strength beneath the elastic upper crust in southern Tibet.

We use the software PSGRN/PSCMP written by Wang et al. (2006) to simulate the post-seismic line-of-sight displacement due to viscoelastic stress relaxation. PSGRN/PSCMP shares the same...
Afterslip evolution of patches A, B and C, with best-fitting exponential curve. The error at every epoch is the standard deviation of the slip magnitude for the patches boxed in Fig. 9(f).

Figure 11. Time evolution of cumulative post-seismic moment released by afterslip (grey dots, with best-fitting exponential marked by black line) and aftershocks (blue dashed line).

Workflow as the coseismic deformation modelling software EDGRN/EDCMP described earlier. It includes two modules: PSGRN calculates Green’s functions and PSCMP calculates post-seismic displacements at given time. In the PSGRN module, the user can input the seismic velocities and viscosities of different layers. The code is designed to implement a Burger’s rheology, which is a Kelvin–Voigt body and a Maxwell body in series. To model Maxwell relaxation, the transient viscosity (dashpot of the Kelvin–Voigt body) is set as zero, while the steady state viscosity (dashpot of the Maxwell body) is non-zero (Wang et al. 2006). This software has been employed to study many earthquakes to infer lithospheric rheology from geodetic observations of post-seismic deformation (e.g. Barbot et al. 2008, 2010; Xiong et al. 2010; Hoechner et al. 2011; Wen et al. 2012).

In order to obtain a general idea of the post-seismic surface expression of viscoelastic relaxation below the seismogenic zone, we first run a forward model by inputting an arbitrary viscosity ($1 \times 10^{18}$ Pa s) of a Maxwell viscoelastic half-space under a 15-km-thick elastic upper crust. We use our coseismic slip model derived for a layered earth (Fig. 7e) and the rheology parameters shown in Table 3. We find that circular uplift is broadly distributed over the fault trace (Fig. 12c), while subsidence occurs in the far field, as is also evident for other normal-faulting earthquakes studied by Nishimura & Thatcher (2003), Gourmelen & Amelung (2005) and Ryder et al. (2010). The uplift is the surface response to material at depth flowing in towards the faulted area. In our post-seismic deformation time-series, we find no clear evidence of such uplift over the fault, so direct estimation of the optimal viscosity is not possible. However, we can still estimate a lower bound on the viscosity of the mid/lower crust, by running multiple viscoelastic models with different viscosities of the Maxwell half-space (Ryder et al. 2010).

The elastic layer thickness is set to 15 km (Ryder et al. 2007, 2010) and elastic parameters are the same as those used for the coseismic slip inversion in a layered earth. For a range of viscosities varying between $1 \times 10^{16}$ and $2 \times 10^{19}$ Pa s, we simulate the transient post-seismic displacements and calculate the rms misfit between the modelled viscoelastic displacements and the post-seismic deformation time-series. The modelled displacements for the 615 day epoch are shown in Figs 12(a)–(d), for viscosities of $10^{16}$, $10^{17}$, $10^{18}$ and $10^{19}$ Pa s, respectively. Figs 12(e)–(h) show the residuals between cumulative line-of-sight displacement and modelled viscoelastic displacement for variable viscosities. When a larger viscosity is applied, the expected viscoelastic relaxation signal is smaller, leaving the residual as close as to the displacement caused by afterslip (e.g. Figs 12g and h) residual. The viscosity beneath which the rms misfit value begins to rise steeply is taken as the lower bound on the Maxwell viscosity (Ryder et al. 2010). Fig. 13 shows the rms misfit values as a function of viscosity. The rms misfit levels off at high viscosities, as the modelled displacements become insignificant with respect to the interferograms. The lower bound obtained is $1 \times 10^{18}$ Pa s. Errors are the standard deviations of the rms misfit values derived by re-running the residual calculation 100 times for noise-perturbed deformation time-series. The errors in rms misfit values are generally smaller than $\sim 0.023$ cm.

**Table 3.** Rheology structure used as input to PSGRN. A Maxwell half-space lies beneath a 15 km-thick upper crust that includes two layers with different velocities.

<table>
<thead>
<tr>
<th>Layer no.</th>
<th>Thickness (km)</th>
<th>$V_p$ (km s$^{-1}$)</th>
<th>$V_s$ (km s$^{-1}$)</th>
<th>Density (g cm$^{-3}$)</th>
<th>Viscosity (Pa s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>4.75</td>
<td>2.74</td>
<td>2.29</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>11</td>
<td>6.02</td>
<td>3.47</td>
<td>2.69</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>Infinite</td>
<td>5.85</td>
<td>3.38</td>
<td>2.75 $1 \times 10^{18}$</td>
<td></td>
</tr>
</tbody>
</table>
7 DISCUSSION

7.1 Layered crust versus homogeneous crust

The Damxung earthquake occurred in the north-central part of the Yadong-Gulu rift. The availability of seismic velocity estimates for the study area offers a chance to apply the layered crust model to derive earthquake source parameters. The INDEPTH II project carried out a thorough seismic survey along this part of the Tibetan Plateau, and there are many published results on the imaged crustal and/or mantle structure. These studies allow us to reasonably estimate the velocities. Lateral elasticity heterogeneity across the fault plane is left for further consideration.

Our uniform slip model assuming a homogeneous crust has similar source parameters as those obtained by other studies of this earthquake, as summarized by Liu et al. (2012) and shown in Table 1. When taking layering into consideration, the uniform slip model gives a different fault size (53.7 km\(^2\) for layered crust versus 55.2 km\(^2\) for homogeneous crust) and a slightly different slip direction (54.1° versus 54.8°). If we further derive distributed slip, both crustal models give spatially similar patterns of slip (Fig. 7).

For the slip models with variable rake, the peak slip patch of the layered model locates at a depth of 7.7 km, and the maximum magnitude is 2.2 m, while for the homogeneous model, they are 6.9 and 2.4 m, respectively. This result is in accordance with the synthetic test by Hearn & Bürgmann (2005), highlighting the importance of...
considering the layered characteristics of the crust. The seismic moment estimated for both crustal models are \( \sim 3.60 \times 10^{18} \) N m, equivalent to a \( M_w 6.3 \) earthquake.

### 7.2 Coseismic slip, afterslip and aftershocks

It has been observed in previous studies of normal faulting events that afterslip tends to occur at the edges of the coseismic slip zone (Copley et al. 2012; D’Agostino et al. 2012). In this study, afterslip patch A (Fig. 9) appears in the upper layer of the layered elastic crust, which may represent the response of the shallow fault to stress change and/or redistribution of shallow material. Patches B and C sit near the upper and lower southern edges of the coseismic slip. We note that the afterslip under a downwarp depth of 11 km is relatively poorly resolved, as revealed by the error analysis in Section 5.2. For this earthquake, none of the slip patches are much deeper than the coseismic slip, which is also the case for other normal faulting earthquakes studied geotectonically, such as the 2009 \( M_w 6.3 \) L’Aquila earthquake (D’Agostino et al. 2012), the 2008 \( M_w 6.4 \) Nima-Gaize earthquake (Ryder et al. 2010), and the 1959 \( M_w 7.3 \) Hebgen Lake, Montana earthquake (Nishimura & Thatcher 2003). Together these might indicate that shallow afterslip is responsible for the near-field post-seismic displacement of normal faulting events. In general, the possibility of deep afterslip on the downwarp extension of coseismic fault planes needs to be further investigated.

The three localized afterslip patches locate at different depths and are distributed along the fault, showing no obvious correlation with depth as suggested by the rate and state friction law (Tse & Rice 1986; Scholz 2002), according to which depth-dependent frictional properties should limit afterslip to above and below the main coseismic rupture. This inconsistency was also found in the study of the L’Aquila earthquake, and was interpreted as being caused by additional complexity of fault properties relative to a depth-dependent frictional model (D’Agostino et al. 2012). We infer that the frictional properties on the fault differ not only in the downwarp direction, but also laterally along strike.

Given that we have no InSAR observations for the first 20 d of post-seismic deformation, we are not able to constrain the spatial pattern of afterslip in this very early phase, although we did a linear back projection of the post-seismic deformation. There are two possible scenarios for these first 20 d: (i) the afterslip is spatially stable, and similar to that for later epochs and (ii) the afterslip migrates following the main shock into surrounding regions. Studies on other earthquakes, such as the 2005 Nias-Simeulue earthquake (Hsu et al. 2006), the 2004 Parkfield earthquake (Johnson et al. 2006) and the 2011 Tohoku-Oki earthquake (Ozawa et al. 2012), show that afterslip inverted from very early post-seismic geodetic observation is generally spatially stable, and so we infer that the second scenario proposed above is less likely for the 2008 Damxung earthquake.

The temporal evolution of afterslip and aftershocks of the Damxung earthquake are different. Cumulative aftershock numbers decay faster than the cumulative line-of-sight deformation (Fig. 6). Similarly, Fig. 11 shows that the decaying rate of cumulative seismic moment calculated from the CEDC catalogue is faster than that of cumulative moment released by afterslip. The study of the 1999 Chi-Chi earthquake by Perfettini & Avouac (2004) suggests that afterslip governs the temporal evolution of aftershocks. This does not appear to hold for the Damxung earthquake, which may be a consequence of the different earthquake type (thrusting versus normal faulting), or the different fault zone environment.

### 7.3 Viscosity constraints for the deep crust of southern Tibet

InSAR measurements of post-seismic deformation provide a unique opportunity to study the mid/lower crustal rheology of Tibet. Post-seismic deformation for a number of earthquakes in Tibet has been effectively modelled to constrain the crustal and/or mantle strength of the plateau (Ryder et al. 2007, 2010, 2011; Wen et al. 2012). Ryder et al. (2007) modelled viscoelastic relaxation following the 1997 \( M_w 7.5 \) Manyi earthquake, and inferred an effective viscosity of \( \sim 10 \times 10^{18} \) Pas beneath a 15 km elastic layer. Studies by Ryder et al. (2011) and Wen et al. (2012) of the post-seismic transients following the 2001 \( M_w 7.9 \) Kokoxili earthquake found steady-state viscosities of about \( 10^{17} \) Pas. A robust lower bound of \( 3 \times 10^{17} \) Pas was placed on the mid/lower crustal viscosity of central Tibet from modelling of viscoelastic relaxation in a Maxwell half-space following the 2008 Nima-Gaize earthquake (Ryder et al. 2010). The viscosities in the range of \( 3 \times 10^{17} \)–2 \( \times 10^{19} \) Pas fall in the central part of the range of \( 10^{16} \)–\( 10^{19} \) Pas estimated for the plateau by modelling of present-day topography, margin relief of the Tibetan Plateau and GPS records of interseismic surface movement (Clark \\& Royden 2000; Shen et al. 2001; Clark et al. 2005; Copley \\& Mckenzie 2007; Bendick et al. 2008; Hilley et al. 2009; Zhang et al. 2009).

In this study, a lower bound of \( 1 \times 10^{18} \) Pas is inferred for the mid/lower crust viscosity of this part of the Yadong-Gulu rift, which is consistent with estimates for other parts of the plateau. We notice that several other moderate to large normal faulting earthquakes occurred along this rift since the last century, for example, the 1952 \( M 7.5 \) Gulu earthquake at northern end of the rift and the 1992 \( M_w 6.2 \) Nyemu earthquake to the south of the 2008 Damxung earthquake. Modelling of InSAR-recorded late post-seismic deformation of these events would enable further probing of lithospheric rheology of different sections of this specific long-enduring seismic zone, and thus facilitate understanding of the earthquake cycle.

### 8 CONCLUSIONS

This study uses InSAR observations to investigate the coseismic and post-seismic surface deformation associated with the 2008 \( M_w 6.3 \) Damxung earthquake in Tibet. The coseismic deformation pattern revealed by InSAR confirms that a west-dipping normal fault on the eastern margin of the Yadong-Gulu rift is responsible for this event. Inversion of multiple Envisat data assuming both homogeneous and layered crustal models yields comparable coseismic slip distribution patterns, revealing a blind rupture below a downwarp depth of \( \sim 5 \) km. The maximum slip for the layered model is smaller and deeper, while the moment release values calculated from both models are similar \((\sim 3.60 \times 10^{18} \) N m). For the post-seismic period, localized line-of-sight increase in the hanging wall of the southern part of the rupture can be well reproduced by three afterslip patches located at different positions on the fault plane. Localized afterslip patches are located in the shallow upper crust and at the top and bottom edges of the coseismic slip, revealing frictional heterogeneities in both downwarp and along-strike directions of the fault. Our afterslip model also excludes deep afterslip (>15 km) on the downwarp extension of the fault. Afterslip moment within the first 615 d is at least \( \sim 11 \) per cent of the moment released by coseismic slip. The temporal evolution of aftershocks and afterslip are not linearly correlated. By modelling viscoelastic relaxation in a Maxwell half-space, we place a lower bound of \( 1 \times 10^{18} \) Pas on the viscosity of the mid/lower crust of this part of the Yadong-Gulu rift. Continued post-seismic
deformation modelling of other normal faulting events that occurred along this rift system will allow for rheological strength mapping and earthquake risk assessment of this active seismic zone.
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