Both helix topology and counterion distribution contribute to the more effective charge screening in dsRNA compared with dsDNA
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ABSTRACT

The recent discovery of the RNA interference mechanism emphasizes the biological importance of short, isolated, double-stranded (ds) RNA helices and calls for a complete understanding of the biophysical properties of dsRNA. However, most previous studies of the electrostatics of nucleic acid duplexes have focused on DNA. Here, we present a comparative investigation of electrostatic effects in RNA and DNA. Using resonant (anomalous) and non-resonant small-angle X-ray scattering, we characterized the charge screening efficiency and counterion distribution around short (25 bp) dsDNA and RNA molecules of comparable sequence. Consistent with theoretical predictions, we find counterion mediated screening to be more efficient for dsRNA than dsDNA. Furthermore, the topology of the RNA A-form helix alters the spatial distribution of counterions relative to B-form DNA. The experimental results reported here agree well with ion-size-corrected non-linear Poisson–Boltzmann calculations. We propose that differences in electrostatic properties aid in selective recognition of different types of short nucleic acid helices by target binding partners.

INTRODUCTION

Strong motivation for studies of short nucleic acid helices comes from the rapid growth of research on small interfering RNA (siRNA). In this recently discovered process, short, 20-26 bp double-stranded (ds) RNA molecules participate in the control of gene regulation, causing degradation of complementary mRNA transcripts in the cytoplasm [reviewed in (1)] and initiating epigenetic processes in the nucleus [reviewed in (2)]. To date, many studies concerning the biophysical properties of nucleic acids have focused on DNA. Which results derived for DNA can be applied to understand RNA? Despite many similarities, these molecules act differently in biological systems. The dsRNA and dsDNA from viral sources have been shown to induce both shared and separate signalling pathways in mammalian cells (3). Comparative investigations of DNA and RNA molecules are necessary to establish the differences in their biophysical properties. Of particular interest is how electrostatic interactions contribute to long-range effects that eventually lead to selective recognition of RNA and DNA helices or helical sections by target proteins and nucleic acid ligands. Knowledge of electrostatic contributions to intermolecular interactions is essential for understanding nucleic acid binding modes and in developing tools for efficient packaging and delivery of synthetic molecules for oligonucleotide-based therapeutics (4).

The high-negative charge density of nucleic acids results in the association of positively charged counterions and the exclusion of negatively charged coions (5–7). This electrostatic screening allows uncharged or partially charged target binding partners access to the nucleic acid strands. Descriptions of electrostatic effects on protein–nucleic acid and inter-nucleic acid interactions abound in literature [e.g. (5,8–11)]. The accessibility of Poisson–Boltzmann-based continuum numerical calculators of electrostatic potentials around proteins and nucleic acids (12–14) enables visualization of the potential around these molecules, emphasizing probable locations of associated ions or charged ligands. While X-ray crystallography and magnetic resonance studies can pinpoint preferential regions for ion localization around nucleic acids (15–18), relatively few experimental techniques can probe the total counterion distribution around nucleic acids in solution [e.g. (19)]. In this study, we apply a unique experimental method to compare the distribution of cations associated...
to short dsRNA and dsDNA helices. This information provides insight into the impact of counterions on nucleic acid interactions.

RNA and DNA helices have the same charge, \(-2e/bp\), but different helical structures. The 2'-OH present in RNA hinders duplex flexibility and promotes A-helix formation whereas the more malleable and polymorphic DNA duplexes prefer the B-form (20). Compared with the B-form, the A-form helix is a slightly broader and shorter molecule with a deeper and narrower major groove and a very shallow minor groove. The A-form conformation results from a larger lateral and angular displacement of the bases from the helical axis and a shorter rise per base pair, \(\sim 2.8\) Å for A-RNA and \(\sim 3.4\) Å for B-DNA. Although theoretical (7,21) and computational (22) considerations predict that the increased linear charge density of the A-helix will impact the ion distribution, no measurements comparing the counterion atmosphere around A-RNA and B-DNA helices have been reported.

In very low-ionic strength solution (e.g. \(\sim 1\) mM NaCl), the charge screening distance, as characterized by the Debye length, is long. At even moderate duplex concentrations (of order 1 mM), the Debye length equals or exceeds the spacing between adjacent nucleic acid helices. Under these conditions, neighboring duplexes display obvious ‘electrostatic repulsion’ (23). As the solution ionic strength approaches physiological [e.g. \(\sim 100\) Na\(^+\) or K\(^+\) and \(\sim 10\) mM Mg\(^{2+}\) (24)], the Debye length decreases and adjacent duplexes no longer repel. In effect, the high negative charge of the duplex is screened on length scales shorter than the distance between duplexes. Previously, we applied solution small-angle X-ray scattering (SAXS) to investigate cation-mediated interaction between short dsDNA strands (25,26). Repulsion was observed at low ionic strength. As the solution ionic strength increased, the DNA strands appeared as isolated non-interacting molecules.

Attraction consistent with precipitation was not observed for counterions of valence \(>2\) (24). When the Debye length exceeds the spacing between adjacent nucleic acid helices, electrostatic interactions are well-screened and neutral or like charged targets, and allows other shorter range interactions to take over.

### MATERIALS AND METHODS

#### Duplex preparation

Single-stranded 25 nucleotide RNA and DNA molecules, desalted and purified, were purchased from Dharmacon (Lafayette, CO) and IDT (Coralville, IA), respectively. The DNA sequence employed (GCATCTGGGCTATAAAAGGGCGTGC) is identical to that used in previous SAXS studies (19,25,26,28) while RNA are made from ribonucleotides of the same sequence with uracil replacing thymine. The lyophilized samples were reconstituted in annealing/duplex buffer, 10 mM TRIS, 50 mM NaCl, 1 mM EDTA at pH 8.0 for DNA and 25 mM HEPES, 50 mM NaCl at pH 7.0 for RNA and the DNA–RNA hybrid. Prior to annealing, the oligonucleotide concentrations were checked by measuring absorption at 260 nm. Equimolar amounts of complimentary nucleic acid strands are mixed together and annealed at 94°C for 2 min and gradually cooled. In all experiments, absolute calibration of concentration is essential to ensure proper comparison of RNA to DNA. Duplex concentration is verified by absorption measurements at 260 nm. The extinction coefficient of the annealed duplexes, \(\epsilon_{ds}\), is calculated from the extinction coefficients of the single strands, \(\epsilon_{s1}\) and \(\epsilon_{s2}\), using

\[
\epsilon_{ds} = (1 - h) \times (\epsilon_{s1} + \epsilon_{s2})
\]

with hypochromicity \(h\) determined from the oligonucleotide sequence as described in (31). The measured experimental X-ray scattering intensities are proportional to concentrations measured using absorption and validate the concentration calibration described.

The duplex strands were dialyzed extensively to varying bulk salt solutions containing 1 mM pH 7 Na-MOPS (sodium 3-N-[morpholino]propanesulfonic acid) buffer using microcon centrifugal filter units (Millipore Corporation, Billerica, MA) with a 10,000 nominal molecular weight limit. The nucleic acid solutions were brought to a final volume of 40 μl. Final nucleic acid concentrations for X-ray scattering experiments ranged from 0.02 to 1 mM. All chemicals used [NaCl, MgCl\(_2\), Rb(CH\(_3\)COO), Sr(CH\(_3\)COO), EDTA and MOPS] were purchased from Sigma-Aldrich (St. Louis, MO). RNase-free TE and HEPES buffers were purchased from Fisher Scientific (Pittsburgh, PA). Care was taken such that all buffers, solutions and labware used remain RNase-free. The same
buffer solutions were used for dialysis of both DNA and RNA samples to ensure that the samples for comparison are under the same salt conditions.

**SAXS experiments**

Intermolecular interactions are monitored by SAXS experiments (25) which report the total scattering intensity profile, \( I(q) \), from an ensemble of molecules in solution (32):

\[ I(q) = I_0(q) \times S(q). \]

The momentum transfer, \( q \) equals \( (4\pi/\lambda)\sin\theta \), where \( \lambda \) is the X-ray wavelength and \( 2\theta \) is the scattering angle. The form factor, \( I_0(q) \), represents scattering from a single isolated molecule, while the structure factor, \( S(q) \), reports interparticle interference and accounts for short range order in the sample. For isolated non-interacting molecules in dilute solution, \( S(q) = 1 \).

The second virial coefficient, \( A_2 \), was used as a convenient measure of the intermolecular interaction potential (27,33). \( A_2 \) is defined (33) as

\[ A_2 = \frac{N_a}{2M} \int_0^\infty \left\{ 1 - \exp \left[ -\frac{u(r)}{k_BT} \right] \right\} r^2 dr, \]

where \( N_a \) is Avogadro’s number, \( M \) is the molecular weight and \( u(r) \) is the intermolecular interaction potential. At fixed temperature \( T \), the only variable that affects the sign of \( A_2 \) is \( u(r) \). In general, \( A_2 > 0 \) signifies repulsive interactions while \( A_2 < 0 \) means intermolecular attraction. \( A_2 \) is derived from a linear fit of \( 1/S(c, q = 0) \) versus concentration \( c \) using the equation

\[ \frac{1}{S(c, q = 0)} = 1 + 2MA_2c, \]

where \( M \) is the molecular weight of the DNA or RNA. The structure factor at \( q = 0 \), \( S(c, q = 0) \), was calculated by linear extrapolation of \( S(q) = I(q)/I_0(q) \) at the low \( q \) region. \( I(q) \) is the experimental scattering intensity while \( I_0(q) \) is the computed form factor. The experimental form factor is determined at low-nucleic acid concentrations (\( c \approx 0.02 \text{mM} \)) and at high concentrations of monovalent salt (200 mM NaCl). The numerically determined form factor coincides with the experiment within measurement errors. The choice of using the computed form factors in the second virial calculations was governed by signal-to-noise considerations.

As a complementary measurement technique, we use ASAXS to characterize the distribution of counterions around nucleic acids (19,28,34). Note that for a two-component system defined by the nucleic acid and its corresponding counterions, the scattering profile depends on the contributions from both the nucleic acid and its counterion cloud,

\[ I_0(q) = |f_{\text{DNA}}F_{\text{DNA}}(q) + f_{\text{IONS}}F_{\text{IONS}}(q)|^2, \]

where \( f_i \) is the effective X-ray scattering factor and \( F_i(q) \) reflects the spatial distribution of component \( i \). \( f_{\text{IONS}} = N_{\text{ion}}/\lambda_{\text{ion}} \), where \( N_{\text{ion}} \) refers to the number of associated or condensed ions around the nucleic acid. ASAXS exploits the energy dependence of the ion scattering factor, \( f_{\text{ion}}(E) = f_0 + f'(E) + f''(E) \). Here, \( E \) is the incident X-ray energy. Changes in \( f'(E) \) are most pronounced as \( E \) approaches an atomic resonance energy. Subtraction of two scattering intensity profiles acquired at two different X-ray energies, one well below (\( E_{\text{off}} \)) and the other near the ion atomic resonance (\( E_{\text{on}} \)), removes energy independent terms and provides the anomalous scattering signal:

\[ I_{\text{anom}}(q) = I_0(q, E_{\text{off}}) - I_0(q, E_{\text{on}}) \approx 2f_{\text{DNA}}F_{\text{DNA}}(q)N_{\text{ion}}[f'_{\text{ion}}(E_{\text{off}}) - f'_{\text{ion}}(E_{\text{on}})]F_{\text{IONS}}(q). \]

We note that \( I_{\text{anom}}(q) \) is not an intensity per se but instead is proportional to the product of the Fourier transforms of the electron density of both the nucleic acid and counterions.

The ASAXS experimental set-up, including energy calibration and data acquisition, is discussed extensively in (19). A comprehensive discussion of ASAXS as a technique is given in (35,36). All X-ray scattering experiments were performed at the Cornell High Energy Synchrotron Source C1 bend magnet station producing tunable high-intensity monochromatic X-rays. SAXS profiles were acquired at X-ray energy of 10 keV as described in (25). For the ASAXS experiment, we used Rb\(^+\) (Sr\(^{2+}\)) ions to characterize monovalent (divalent) counterions around double-stranded nucleic acids. Nominal X-ray energies used were 15.113 and 15.213 keV for Rb\(^+\) and 16.023 and 16.123 keV for Sr\(^{2+}\), respectively. At the energies chosen for the study, \( \Delta f'(E) \) is negligible and fluorescence contributions to the scattering signal are minimal. Experimentally determined K absorption edges for Rb and Sr were 15.230 keV and 16.140 keV, respectively. The resolution of the beamline monochromator at the specified energies is 2–3 eV. The use of 3-mm thick sample holders with Silicon Nitride windows allows background subtraction and provides good signal to noise. All scattering profiles shown are averages of 16–32 individual scattering images that are radially integrated for conversion to intensity versus angular profiles. Buffer data were taken immediately before and after the nucleic acid scattering experiments to facilitate accurate background subtraction. Data taken at different beam conditions months apart are super-imposable which shows the robustness of our measurements and sample preparation techniques. Error bars from averaging multiple SAXS intensity profiles are displayed in the Supplementary Figure S1.

**Numerical calculations**

Numerical solutions to the non-linear Poisson–Boltzmann (NLPB) equation were obtained using the software package Adaptive Poisson–Boltzmann Solver (APBS) (13). This approach uses the detailed atomic structure of the B-form DNA and A-form RNA helices from atomic coordinates derived from the actual nucleic acid sequence and generated using the program Nucleic Acid Builder.
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RESULTS

RNA charge screening is more efficient than DNA

Here, we compare ionic strength dependent interactions of 25 bp DNA and RNA at duplex concentrations ranging from 0.1 to 1 mM. Nucleic acid samples were prepared by dialysis against solutions containing 0, 3, 6, 16 and 133 mM MgCl₂ in pH 7, 1 mM Na-MOPS buffer (NAB) (37). We found good agreement of the calculated electrostatic potentials of a NAB-generated idealized helix and a high-resolution structure from the Nucleic Acid Database (NDB) (38). The calculated numbers of associated ions from NAB and NDB helices of the same sequence match with <1% percent difference. Water was described as a dielectric medium with ε = 78.54. Calculations were carried out assuming different probe ion radii (2, 3, 4 and 5 Å) to investigate the ion-size effects, which have been shown to affect comparison of calculations to experimental results (28,39). The scattering form factor \( I_0(q) \) was calculated from the nucleic acid atomic coordinates and APBS-based distribution of counterions and dummy hydration shell atoms [described in (25)]. The calculated form factors match form factors experimentally determined using conditions where there is no inter-nucleic acid interactions (\( e \sim 0.02 \text{mM} \)). Anomalous scattering signals were generated from the difference of calculated form factors at two different X-ray energies defined by the ASAXS experiment. \( \Delta f(E) \), the energy-dependent change in the scattering form factor used in the calculations, −7.3 e for Rb and −6.5 e for Sr, were taken from atomic scattering factor data (40). APBS course mesh dimensions used were 120 × 120 × 200 Å³ and fine mesh dimensions were 90 × 90 × 165 Å³. The number of grid points in the \( x-, y-, \) and \( z- \) directions were 161 × 161 × 161. For these sufficiently large calculation boxes, calculations are only weakly dependent on grid size with <2% change in the computational results when box dimensions are changed by as much as 30%. The NLPB equation was solved using the ‘Multiple Debye-Hückel’ boundary condition. To obtain the number of counterions and map the ion density as a function of distance from the cylindrical axis of dsDNA or dsRNA, we integrated the number density of each type of ion over the whole box employed in the APBS computation. The box is defined by a set potential: −0.5\( k_BT/e \) for counting ‘bound’ ions and 1.5\( k_BT/e \) for anomalous signal and ion density calculations. Various thermodynamic criteria have been used in the literature to determine the number of associated ions (41,42). The value −0.5\( k_BT/e \) is chosen so that the number of ‘bound’ monovalent cations neutralize 76% of the DNA charge, as expected from the Manning condensation theory (7) [validated by (43–45) and references within]. In the middle section of the molecule, the distance from the center of the helical axis defined by −0.5\( k_BT/e \) varies slightly with the choice of probe ion radius, with nominal values of 25.8 Å for DNA and 24.7 Å for RNA when a 3 Å probe ion radius is used.

(see Methods section). Divalent cations were employed instead of monovalent cations because of their stronger influence on inter-nucleic acid potentials (25).

SAXS enables direct comparison of inter-nucleic acid interactions in RNA and DNA as a function of ionic strength of the solution. X-ray scattering profiles shown in Figure 1 were acquired on DNA and RNA samples with nominally matched duplex concentrations. To assess interparticle interactions, each DNA and RNA SAXS intensity profile, \( I(q) = I_0(q) \times S(q) \), is compared with the form factor \( I_0(q) \) (dashed line), which represents the scattering profile of non-interacting duplexes. The effect of interstrand interactions is most strongly reflected by changes in \( S(q) \) at the lowest values of \( q (q < 0.05 \text{ Å}^{-1}) \). Curves that fall below the form factor \( I_0(q) \) indicate inter-DNA repulsion while those with \( y- \)intercepts above the form factor denote attraction, in this case end-to-end stacking.

At 3 mM Mg²⁺, the scattering from DNA strands falls below the form factor at the lowest \( q \), indicating repulsion. Conversely, the RNA scattering profile coincides with the form factor; the RNA strands do not interact. Since the duplex concentration is the same for both experiments, RNA exhibits enhanced screening relative to
DNA (Figure 1a). At 6 mM Mg\textsuperscript{2+} (Figure 1b), the low q portion of the DNA scattering profile again falls below the form factor, indicating repulsion. In contrast, the low q portion of the RNA scattering profile lies above the form factor indicating weak attraction. The shape of these curves is consistent with end-to-end stacking, previously reported in DNA (26,27). At 16 mM Mg\textsuperscript{2+}, the DNA scattering profile rises above the form factor, indicating weak attraction, while the RNA scattering profile displays more prominent attraction (Figure 1c). At the highest [Mg\textsuperscript{2+}] studied, 133 mM, attraction is measured for both DNA and RNA. Supplementary Figure S1 illustrates SAXS profiles denoting repulsion, no interaction and attraction. Supplementary Figure S2 shows scattering from a 25 bp DNA–RNA hybrid which forms the A-helix (20). The scattering profile of the hybrid was measured at 6 mM Mg\textsuperscript{2+}, where the DNA and RNA scattering profiles showed clear differences. The hybrid more closely resembles RNA than DNA.

To quantify the intermolecular interaction potentials, we computed the second virial coefficients \( A_2 \) [described in Methods Section and (27)] under a variety of salt conditions (see Figure 2 and the expanded figure in Supplementary Figure S3). \( A_2 > 0 \) implies repulsion between like-charged helices while \( A_2 < 0 \) implies a predominantly negative intermolecular potential leading to attraction (27,33). For 25 bp DNA duplexes, the shift from repulsion to attraction occurs when the free Mg\textsuperscript{2+} concentration equals 10 mM Mg\textsuperscript{2+}, as in (25,26). In contrast, the shift from repulsion to attraction occurs just above 3 mM Mg\textsuperscript{2+} for RNA, illustrating that RNA is more efficiently screened than DNA. This point derives additional support from the onset of end-to-end stacking which occurs at lower [Mg\textsuperscript{2+}] in RNA than in DNA. Since the duplexes must approach each other before they stack, electrostatic repulsion must be more rapidly diminished in RNA than in DNA (even at the ends where it is already reduced). As is true for DNA, the RNA scattering profiles are well fit by a linear combination of 25 and 50 bp calculated form factors (Supplementary Figure S4). End-to-end stacking of DNAs has been reported in experiments by different groups (27,46). Recently, end-to-end stacking of short RNAs has also been observed, albeit at high concentration (47). The range of end effects on the electrostatic potential and thermodynamic properties have been explored computationally for DNA (48,49), and recent experimental data show that end-to-end stacking free energies of DNA and RNA are nearly equal (46,47). Thus, end effects are not expected to play a role in the difference between RNA and DNA. In summary, the changeover from repulsion to attraction in RNA occurs at lower Mg\textsuperscript{2+} concentrations compared to DNA, indicating more efficient screening. Although it has long been anticipated that a higher linear charge density attracts more counterions (7), previous experimental demonstration of this effect was derived by extrapolation from observations that electrophoretic mobility of dsDNA is faster than dsRNA of the same total charge (50,51). Here, we validate the predictions by direct measurement.

**Figure 2.** DNA and RNA second virial coefficients \( A_2 \) as a function of [Mg\textsuperscript{2+}]. \( A_2 \) provides a measure of the strength of intermolecular interactions. Repulsion is lost and the onset of attraction occurs at lower bulk ion concentrations in RNA than in DNA. The attractive regime (\( A_2 < 0 \)) is shaded gray to aid the eye.

**Ions are distributed closer to RNA than to DNA**

Experimental results shown in Figure 2 clearly indicate differences in counterion interactions with DNA or RNA. However, these results do not address differences in the spatial distribution of the ions. To address this point, we employed ASAXS to probe the distribution of monovalent and divalent counterions around RNA and DNA molecules. For these studies, RNA and DNA at duplex concentrations of 0.2 mM were prepared in pH 7, 1 mM Na-MOPS buffer and 100 mM Rb(CH\(_3\)COO) or 100 mM Sr(CH\(_3\)COO)\(_2\) salt solutions. ASAXS curves are generated by subtracting on-edge SAXS profiles from off-edge SAXS profiles as described in (19). Rb\textsuperscript{+} (Sr\textsuperscript{2+}) ions were used instead of Na\textsuperscript{+} (Mg\textsuperscript{2+}) due to X-ray energy accessibility.

To effectively compare counterion distributions, it is important to assess the impact of the different underlying structures of A-RNA and B-DNA on scattering profiles. Figure 3a shows predicted scattering profiles from RNA and DNA helices with no added counterions [from the software package CRYSTOL (52)]. Plotting the intensity on a logarithmic scale highlights differences between these profiles as q increases. Note that I(0) is proportional to the square of the sample molecular weight (53). Thus, the difference between the profiles at the lowest q is not surprising since the molecular weight of 25 bp dsRNA is 1.04 × 25 bp dsDNA. The most interesting feature in this comparison is the predicted crossing of the two curves at \( q \approx 0.17 \text{ Å}^{-1} \). X-ray scattering from a larger object generally falls off more rapidly with angle (or q) than the scattering from a smaller object (54). Since nucleic acids are roughly cylindrical, the scattering profiles are governed by two length scales. Contributions from the larger length scales (nucleic acid lengths) dominate at the lower q region of the data while the higher q region (\( q > 0.17 \text{ Å}^{-1} \)) emphasizes contributions from the shorter length scales (helix diameters). The crossover and rapid
decay in RNA scattering at high $q$ in the CRYSOL profiles (Figure 3a) follow from the geometry of the A-RNA, which is larger in diameter than B-DNA.

The experimental ASAXS profiles, $I_{\text{anom}}(q)$, contain contributions from both the ion and nucleic acid electron densities. If the ion distribution around RNA and DNA closely followed the underlying nucleic acid, we would expect the ASAXS curves to mirror the shape of the CRYSOL predicted scattering profile; the RNA signal should decay faster than the DNA signal at mid to high $q$. Figure 3b and c show the ASAXS signals from DNA and RNA in monovalent and divalent countercation atmospheres. The ASAXS curves do not cross, and furthermore, the anomalous scattering from the RNA at higher $q$ is more pronounced than the signal from DNA. In ASAXS, the shape of the anomalous signal reflects the set of all vectors that have one end inside the nucleic acid and the other in the ion cloud. Since anomalous signals persisting to higher $q$ signify a set of shorter vectors linking nucleic acid and ions, this measurement suggests that countierions are more closely localized to the RNA than the DNA. Thus, the DNA-ion cross section is larger than the RNA-ion cross section. This trend is observed for both monovalent (Rb, Figure 3b) and divalent (Sr, Figure 3c) signals, indicating that monovalent and divalent countierions associate more closely to RNA than DNA.

**Numerical calculation of ion distribution**

We modeled the ion–nucleic acid association by numerical calculation of anomalous signals using the NLPB formalism. NLPB adequately predicts the distribution of monovalent ions around nucleic acids (34,55). As in previous studies (19,28,39), application of NLPB to ion condensation problems required consideration of ion sizes in the calculations, a convenient feature of the APBS (13). Ion radii of 2, 3, 4 and 5 Å were tested. The results of the calculations depend significantly on the choice of probe ion radius $r$, as this parameter limits the distance of closest approach of the ion to the nucleic acid. The calculated ASAXS curves best reflect the experimental results when $r = 4$ Å. Figure 4 shows the amplitude-normalized experimental ASAXS curves for a bulk solution of 100 mM monovalent ions plotted with the theoretical ASAXS curves for ion radius of 3, 4 and 5 Å. Below $r = 5$ Å, the calculated DNA ASAXS curves decay more rapidly than the RNA ASAXS profiles. At larger radii (e.g. $r = 5$ Å), this trend reverses and the anomalous signals calculated for RNA decay more rapidly than for DNA. Since this reversal does not manifest in the experimental curves, an ion radius upper bound of 4 Å is necessary to describe ion association with the RNA surface. This choice of ion radius upper bound is further validated by the corresponding radial Patterson inversions (56) shown in Figure 5. The calculated anomalous signals of DNA and RNA in 100 mM divalent ions show behavior similar to the monovalent ions (Supplementary Figures S5 and S6). Similar conclusions can be drawn from application of NLPB models to divalent ions; however, deviations from the continuum theory are more pronounced for divalent as opposed to monovalent ions (55,57).

**DISCUSSION**

**RNA appears charge neutral at lower bulk Mg$^{2+}$ concentrations**

By comparing measured SAXS profiles with computed form factors, and calculating second virial coefficients, $A_2$, we have determined when the duplexes repel, attract or do not interact. All of our results are consistent with a picture in which RNA’s charge is more efficiently screened than DNA’s. Repulsion vanishes at lower free ion concentrations, allowing other, presumably shorter range
interactions to take over at lower bulk ionic strength. At 3 mM Mg\(^{2+}\), RNA strands do not interact (\(A_{2}=0\)), while DNA strands repel (\(A_{2}>0\)). At 6 mM Mg\(^{2+}\) and above, attraction consistent with end-to-end stacking of RNAs is measured, while a similar effect in DNA does not occur until the [Mg\(^{2+}\)] \(>/=\) 16 mM. Note that DNA–RNA hybrid duplexes behave more like dsRNA than dsDNA (Supplementary Figure S2). Since DNA–RNA hybrids are A-form helices, helix topology must play a central role in charge screening efficiency.

\[A / C_0 = 5kBT / e = \text{potential shell}\]

We can calculate the total number of ‘bound’ ions from the numerical NLPB solution by integrating the number density of each type of ion over a finite box employed in the computation, expressed by a potential cutoff of \(-0.5k_BT/e\). Here, ‘bound’ ions refer to those localized near the nucleic acid surface [‘diffuse’ ions in (6)], but not specifically site-bound. For a probe ion radius of 4 Å, we find that the average numbers of ‘bound’ monovalent counterions around the RNA and DNA are 37.2 and 35.9, respectively (also see Supplementary Figure S7). Therefore, using the same potential surface, more ‘bound’ counterions are found around RNA than DNA.

\[\text{Figure 4. Comparison of experimental and calculated ASAXS profiles of DNA and RNA shown in 100 mM monovalent ions. Calculated anomalous signals using varying probe ion radius (a) 3; (b) 4; and (c) 5 Å, are shown. All curves were normalized by matching at the lowest } q \text{ to facilitate comparison of experiment to theory.}\]

\[\text{A } -0.5k_BT/e \text{ potential shell}\]

Note that a difference of 1–2 ions may be below the resolution of ion counting experiments like equilibrium dialysis (55), comparative fluorescence (58) and absorbance (59) measurements. Defining the same negative surface potential around DNA and RNA accounts for the geometrical differences between the helices and allows a quantitative comparison of ions localized near the nucleic acid surface. Previous calculations of associated ion quantity on A- and B-DNA helices by Mills et al. (12) utilized a large radial boundary of 24 Å. Though claiming that the same number of ions surrounds A- and B-form helices, they found significant counterion density in the A-form major groove compared with the B-form. Instead of a uniform distance, we assert that defining an isoenergy surface is a better method for comparing the number of associated ions.

As suggested by the ASAXS results (Figure 3), ions are more closely localized to the RNA central axis than DNA, likely via A-form major groove penetration. Figure 6 shows the monovalent ion density as a function of distance from the cylindrical axis of DNA and RNA as predicted by NLPB. (Ion density calculations for divalent ions are shown in Supplementary Figure S8.) Two peaks are associated with RNA: the first is due to ions inside the deep major groove while the second represents ions in the outer opening of the groove. These two binding modes are postulated from the X-ray crystal structures by Robinson et al. (16) and suggested by Chin et al. (12). Our data support the viewpoint that positive counterions are attracted to negative potential wells in the deep major groove of A-RNA and the minor groove of B-DNA thereby minimizing like-charge repulsion, and facilitating or stabilizing molecular interactions (12,16,17,22).

What is the allowable ion size that can penetrate the A-form major groove? The A-form major groove width...
is reported to be small, $\sim 3-6 \, \text{Å} \, (20,61)$. The size of hexahydrate $\text{Mg}^{2+}$ ions found inside the A-form major groove in the crystal structure is $\sim 8 \, \text{Å} \, (16)$, however, the authors postulate that facile exchange of coordinated water molecules is necessary to allow hydrated $\text{Mg}^{2+}$ ions to enter the groove without hindrance. We used the ion radius feature of APBS to constrain the possibilities, e.g. to determine whether or not an ion can enter the groove. The ion radius in APBS computations simply signifies the probe radius rolled over the van der Waals surface of the molecule. A probe ion radius of $5 \, \text{Å}$ leads to results that are in disagreement with our ASAXS data (Figures 4 and 5; Supplementary Figures S5 and S6) and displays no ions in the RNA major groove region (Supplementary Figure S8). Thus, our experimental results suggest that there is an upper bound of physically relevant ion radius of $4 \, \text{Å}$. Note that APBS is a continuum model with its own limitations. Though it allows for modifications of probe ion radius and ion valence, it does not make a distinction based on other ion properties like valence- and hydration-shell sizes and Hofmeister series effects (62). Nonetheless, it is a powerful first-order approximation since it considers the atomic coordinates and hence, provides a useful assessment of molecular topology.

**Biophysical and biological implications**

Simple electrostatic arguments cannot fully explain the difference between dsRNA and dsDNA. The higher linear charge density of A-RNA results in associated counterions that are closer to each other and to the RNA surface than in DNA. In the simplest planar approximation of Rouzina and Bloomfield (21), dsRNA yields a higher number of surface ions compared to dsDNA. While basic physics predicts more associated counterions (50), computation of the electrostatic potential distribution emphasizes potential wells for ion localization, such as the deep major groove of A-form RNA (12). Thus, the difference between dsRNA and dsDNA cannot be attributed to linear charge density alone; molecular structure plays an important role. The distinction between RNA and DNA is important in understanding counterion-driven processes like DNA condensation and RNA folding. Moreover, proper caution must be employed when using models based on DNA to understand RNA interactions and RNA folding.

In the crowded cellular environment where molecular motions are largely governed by random processes like diffusion, how individual molecules locate their correct binding partners remains an open question. Differences in charge screening efficiency between DNA and RNA helices may bias this search. RNA helices are more efficiently screened and in the right ion environment can appear charge neutral at distances farther away from the helical axis than DNA. Since this makes the distance of closest approach shorter in RNA, charge neutral protein domains are able to move closer to the RNA surface. This facilitates sequence-specific and short range interactions [e.g. reviewed in (63–65)] to take over. In our experiment, we have shown that as the charge of short dsRNA helices are screened by $\text{Mg}^{2+}$ ions, nonelectrostatic end-to-end stacking interactions become favorable. Although we have not observed inter-RNA stacking in vivo, this result can be used to elucidate siRNA interactions. Tryptophans of an siRNA binding protein have been shown to bracket terminal base pairs of the siRNA duplex (66) and salt concentration has been shown to affect the siRNA binding activity of this RNA silencing suppressor protein (10). Further studies of electrostatic contributions to siRNA recognition must include the effect of the 2 nucleotide 3'–end overhangs and the 5'–end phosphorylation which seem to be important in siRNA-mediated gene silencing (29,30).

Interest in siRNAs as potent therapeutic agents is growing (4). One challenge facing siRNA-based therapeutics is the effective intracellular delivery of active molecules. Recent work showed that using packaging and delivery parameters optimized for DNA does not necessarily lead to efficient siRNA gene silencing (67). Distribution of small synthetic dsRNA may be affected by stacking interactions and counterion association. End-to-end stacked oligonucleotides exceed the optimal activation lengths (<30 bp) and can initiate an anti-viral defensive response in vivo (68). Therefore, finding optimal counterion conditions could be essential in packaging synthetic siRNA bundles for successful intracellular delivery.

**CONCLUSIONS**

SAXS measurements show that ion mediated screening is more efficient in dsRNA compared with dsDNA. ASAXS results suggest that the more effective screening seen in RNA occurs because A-RNA draws monovalent and divalent ions closer. The experimental results agree well with NLPB-based calculations of anomalous signals for a probe ion radius of $4 \, \text{Å}$. For the same NLPB-defined potential surface close to the nucleic acids, we find more
'bound' ions close to RNA than DNA. We also show that ions are able to come closer to the central axis of the RNA duplex through a deeper major groove. This distinction is important in understanding selective recognition of different types of short nucleic acid helices by target binding partners.

SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online.
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