Two transcription factors are necessary for iron homeostasis in a salt-dwelling archaeon
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ABSTRACT

Because iron toxicity and deficiency are equally life threatening, maintaining intracellular iron levels within a narrow optimal range is critical for nearly all known organisms. However, regulatory mechanisms that establish homeostasis are not well understood in organisms that dwell in environments at the extremes of pH, temperature, and salinity. Under conditions of limited iron, the extremophile \textit{Halobacterium salinarum}, a salt-loving archaeon, mounts a specific response to scavenge iron for growth. We have identified and characterized the role of two transcription factors (TFs), Idr1 and Idr2, in regulating this important response. An integrated systems analysis of TF knockout gene expression profiles and genome-wide binding locations in the presence and absence of iron has revealed that these TFs operate collaboratively to maintain iron homeostasis. In the presence of iron, Idr1 and Idr2 bind near each other at 24 loci in the genome, where they are both required to repress some genes. By contrast, Idr1 and Idr2 are both necessary to activate other genes in a putative feed forward loop. Even at loci bound independently, the two TFs target different genes with similar functions in iron homeostasis. We discuss conserved and unique features of the Idr1–Idr2 system in the context of similar systems in organisms from other domains of life.

INTRODUCTION

Iron, a critical element for the physiology of nearly all known organisms, functions as a cofactor and structural component in proteins which drive physiological processes such as aerobic respiration and DNA synthesis (1). However, the solubility of bioavailable iron is low in the presence of oxygen (2). As a result, aerobic iron-requiring biological systems possess inducible high-affinity, energypedriven iron uptake systems (3). For example, siderophores (low–molecular-weight extracellular iron chelators) are secreted into the extracellular environment to chelate iron. Iron-loaded siderophores then cross the membrane through high-affinity uptake systems (4–6). However, when present in excess, iron reacts with hydrogen peroxide generated inside cells by aerobic respiration (7). Resultant reactive oxygen species can damage macromolecules and iron–sulfur cluster cofactors (8–12). Keeping intracellular iron concentration within the optimum range is therefore crucial for physiology and tightly regulated.

Many conserved transcription regulatory systems exist for maintaining iron homeostasis. In yeast, for example, two transcriptional activators, Aft1p and Aft2p (13,14), activate overlapping sets of genes by co-binding relevant promoters in response to iron deficiency (15,16). In bacteria, several classes of transcriptional repressors and activators govern the expression of genes whose products help maintain metal homeostasis, including the DtxR, MerR and Fur protein families. Among these, the DtxR family proteins typically bind metal co-factors to repress uptake genes when metal levels are sufficient (17). During starvation, however, DtxR-regulated promoters are derepressed, allowing the transport of metal into the cell. First identified in pathogenic bacteria (18), DtxR family members have since been discovered in diverse organisms (3). MerR and Fur family proteins, on the other hand, can act as repressors or activators depending on the input stimulus and the extent of posttranscriptional regulation (3,19).

Relative to what is known for the other domains of life, mechanisms regulating metal homeostasis are not well understood in archaea. In general, the archaean transcriptional machinery is a bacterial–eukaryal hybrid, where the basal apparatus resembles that of the eukaryotic RNA polymerase II and TATA binding proteins (1). However, the transcription factor machinery is bacterial, as is the core regulatory system for iron metabolism (20). These attributes provide
a unique standpoint for investigating the evolution of transcriptional mechanisms.

Thus far, five bacterial-like repressor/activator proteins have been implicated in the regulation of metal homeostasis in diverse species of archaea. Two members of a novel TRASH metal-binding domain protein family have been implicated in regulating the copper response, one in *Halobacterium salinarum* and the other in *Sulfolobus solfataricus* (21,22). Three DtxR homologs are necessary for manganese and iron homeostasis in diverse species of archaea: (i) SirR has been shown to repress the expression of a metal efflux transport protein-encoding operon in low manganese in *H. salinarum* (21). These genes are derepressed in a SirR-dependent manner upon the addition of manganese (21); (ii) A DtxR homolog functions as a repressor of iron uptake genes in *Thermococcus kodakaraensis* (23); and (iii) MDR1 represses its own transcription in a metal-dependent manner in *Archaeoglobus fulgidus* (24). However, these five regulators are far from the whole story, since at least three other DtxR transcription factor (TF) homologs are encoded in the *H. salinarum* genome alone (25,26).

We chose *H. salinarum* as a model system in which to investigate iron response regulation in archaea. This organism requires nearly saturated salt for growth and is typically found in salt lakes and marine salterns (27). There, it is thought to encounter severe and frequent iron limitation (28). *Halobacterium salinarum* possesses an inducible response system to changes in iron levels in the medium (21,29). Recent work on genome-wide transcription resulted in an environmental gene regulatory inference network (ERGIN) for *H. salinarum* (30). From this computational model, more than 70 TFS are predicted to control specific groups of target genes in response to a wide array of environmental conditions. Of the four DtxR homologs encoded in the *H. salinarum* genome (Idr1, Idr2, SirR and Tror), three (Idr2, Tror and SirR) are predicted to influence the expression of cation transport genes in response to a wide array of stress conditions (30). Of these three, only one (SirR) has been characterized (21).

Here, we identify and characterize the function of two DtxR-like metal-regulatory DNA binding proteins, Idr1 and Idr2, in response to changes in iron levels. Epistasis analysis, genome-wide expression profiles and protein–DNA association experiments suggest that Idr1 and Idr2 are bifunctional transcription regulators that bind two putative cis-regulatory motifs. Idr1 and Idr2 independently regulate different genes involved in siderophore biosynthesis and uptake. By contrast, at other promoters, Idr1 and Idr2 bind near one another to regulate gene expression in response to iron. We discuss the conserved and unique features of the interaction between these two TFS relative to other known microbial metal regulatory systems.

**MATERIALS AND METHODS**

**Strains and culturing conditions**

*Halobacterium salinarum NRC-1* (ATCC700922) was routinely grown in complete medium (CM; 250 g/l NaCl, 20 g/l MgSO₄·7H₂O, 3 g/l sodium citrate, 2 g/l KCl, 10 g/l peptone) or complete defined medium (CDM, Supplementary Table S1) supplemented with 10 μM MnSO₄, 10–100 μM FeSO₄, 0.01 μM ZnSO₄ and 0.01 μM CuSO₄ unless otherwise specified in the text or figures. CDM was prepared with ultrapure salts with minimal trace metal contamination (TraceSelect NaCl, MgSO₄ and CuSO₄; Sigma, St. Louis, MO; and Puratronic ZnSO₄, MnSO₄, FeSO₄; Alfa Aesar, Ward Hill, MA, USA). Iron levels in CDM medium were determined to be below 0.8 μM by ICP-MS (Supplementary Materials and Methods). Unmarked Δura3 parent and Δidr2, Δidr1, and ΔIdr1Δidr2 mutant strains were grown in CM or CDM supplemented with 1 mg/ml uracil, whereas idr1::myc and idr2::myc fusion strains were supplemented with 20 μg/ml mevinolin (lovostatin, A.G. Scientific, San Diego, CA, USA) to maintain selection for the epitope-tagged constructs. Any strains grown in CDM were first pre-cultured to mid-logarithmic phase in CM followed by 3-fold washing in CDM prior to inoculation for growth in CDM. CDM and uracil were treated with 10 g/l Chelex resin (BioRad, Hercules, CA, USA) for 1 h and filter sterilized prior to addition of metal supplements and culturing. Prior to growth and microarray experiments in CDM, glassware was treated with 1N HCl or 1N nitric acid for 2 h followed by extensive washing in deionized (18 mΩ filtered) water (Millipore, Billerica, MA, USA).

**Strain construction**

Unmarked, in-frame deletion mutants of Δidr2 (VNG0835G), Δidr1 (VNG2579G) and ΔIdr1Δidr2 were prepared by homologous replacement and selection for double crossovers in a uracil auxotroph as previously described (31,32). Construction of in-frame deletion mutants for ΔdpsA, ΔiucA, and ΔfepC was described previously (21). For chromatin immunoprecipitation (ChIP)–chip experiments, the complete coding sequence for each of idr1 and idr2 was fused in frame at the C-termini to the epitope tag myc. Cloning details are as described for similar strains in (32) and in the Supplementary Methods section.

**High-throughput growth assays**

The Δura3 parent, Δidr2, Δidr1, ΔdpsA, ΔiucA, ΔfepC and ΔIdr1Δidr2 mutant strains were grown in 200 μl triplicate cultures in the conditions indicated in Figure 2, Supplementary Table S1 and Supplementary Figures 2 and 3. Four to six days of continuous growth at ~225 r.p.m. shaking was monitored in a Bioscreen C (Growth Curves USA, Piscataway, NJ, USA). This instrument was set to measure optical density (O.D.) at 600 nm automatically every 30 min for 200 culture samples simultaneously. At least six biological replicate experiments were conducted for TF mutant strains, yielding 18 replicate growth curves for each strain under each condition. Biological duplicates were conducted for ΔdpsA, ΔiucA and ΔfepC, yielding six replicates. Growth rates were calculated for the parent and each mutant strain on a three-point rolling average. The maximum growth rate (μmax) achieved in mid-logarithmic phase for each
strain under each condition was used for further analysis. The average \( \mu_{\text{max}} \pm \text{SEM} \) from the mean is shown in Figure 2 and Supplementary Figure 3. Significant differences in growth rates between the parent and each mutant strain were calculated by Student’s \( t \)-test. Strains for which \( P < 0.05 \) are marked with an asterisk in Figure 2. Euclidian distance metrics were calculated using the \text{dist()} \ function in the \text{R} \ statistical analysis package to quantify the difference in growth rate between the double and each of the single mutants and deduce the epistatic relationship between \text{idr1} and \text{idr2} (33).

**Genome-wide TF-binding site array analysis (ChIP–chip)**

Mid-logarithmic phase \text{idr1::myc} and \text{idr2::myc} cultures grown with or without 100 \text{mM} \text{FeSO}_4 were subjected to ChIP–chip as described in refs. 32, 34 and 35, except that formaldehyde-mediated cross-linking of TF–DNA complexes was performed at room temperature for 30 min. Sonicated DNA was then purified using a protocol modified from (34,35) as described in the Supplementary Materials and Methods. Purified DNA was direct-labeled with Cy3 and Cy5 dyes (Kreatech, Alameda, CA, USA) and hybridized against mock-precipitated DNA fragments (input) to the \text{H. salinarum} whole-genome microarray (32,34). This array includes ORFs and intergenic regions tiled at 500-bp resolution, with each tile spotted four times in addition to dye-swapping to rule out dye bias, yielding eight technical replicates per 500-bp tile. Five biological replicate experiments for \text{Idr2} + \text{Fe} were conducted (i.e. 40 data points per 500-bp region), three biological replicates for \text{Idr1} + \text{Fe} and \text{Idr2} - \text{Fe} (24 data points per 500-bp region) and one biological replicate for \text{Idr1} - \text{Fe} (8 data points).

TF-binding site location data were analyzed for statistically significant enrichment of features in the immune-precipitated sample versus the input sample using MeDiChI, a regression-based deconvolution algorithm (36). Significant hits \( (P < 0.01) \) from replicate experiments for each strain under each condition were combined using a density-finding algorithm to determine peak locations (32). Genes within 500 bp of the resultant hits that also demonstrated differential expression in the \text{Aidr1} or \text{Aidr2} mutant strains were considered to be direct targets. Genes in operons with the gene nearby the ChIP–chip hits were considered in the analysis as well (37). \text{Idr1} and \text{Idr2} peaks within 500 bp of each other were considered to be shared targets.

One-kilo-base pair sequence regions surrounding each ChIP–chip peak were searched for putative \text{cis}-regulatory motif sequences. The \text{WCGAS}[C/A]TCG[\text{A/C}] motif within 500 bp of ChIP–chip hits for \text{Idr1} and \text{Idr2} was identified using MEME with 0–1 motif per sequence and 5–20 bp motif constraints (38). The GTT-N8-9-AAC motif identified previously (24) was detected nearby \text{Idr1} and \text{Idr2} ChIP–chip peaks using the DNA pattern finder function within the Regulatory Sequence Analysis Tools (RSAT) software suite (39). Motifs meeting the following criteria were considered for further analysis: (i) no substitutions from the consensus motifs; (ii) unbiased for genomic position (i.e. coding and non-coding sequences were searched); (iii) located within 500 bp of the open reading frame (ORF) of interest except in rare cases (e.g. \text{proX}) where no genes were within 500 bp, in which case the window was expanded to include the two surrounding genes and their operons. Using the Wilcoxon signed-rank test, motif occurrences in 10-fold randomized 1-kb query sequence regions were compared to those found in original query sequence regions. Resultant \( P \)-values are reported in the text.

**ChIP–qPCR validation of selected \text{idr2} binding loci**

ChIP samples from \text{idr2::myc} cells (as described in the ChIP–chip protocol, above) were analyzed by qPCR using primers specific to binding regions as determined by ChIP–chip analysis (Figure 3). Primers (Integrated DNA Technologies, Coralville, IA, USA) were designed according to criteria described in (40) and are listed in the Supplementary Materials and Methods. ChIP samples from \text{trmb::myc} cells were run simultaneously as controls, as TrmB is a TF previously shown not to bind to the regions of interest (32). Each 20-\text{m}\text{l} qPCR reaction contained 25 ng of IP-enriched or mock-precipitated (input) DNA, 0.2 \text{mM} each of forward and reverse primers and SYBR Green PCR Master Mix (Applied Biosystems, Carlsbad, CA, USA) to final concentrations of 2 mM \text{MgCl}_2, 1 mM dNTP and 0.025 U of AmpliTaq Gold polymerase. Quantitative analysis was performed in a RotorGene 6000 (QIAGEN, Hilden, Germany) real-time thermocycler for 45 cycles with the following parameters: 95 °C for 15 min to activate \text{Taq} polymerase, melting for 20 s at 95 °C, annealing for 20 s at 55 °C and extension and data acquisition for 20 s at 72 °C. A melting curve analysis was performed after each run to ensure the specificity of products. Reaction efficiencies were calculated using a three or five-point dilution series of input samples. Each of the four biological replicate samples of \text{Idr2} ChIP were run in triplicate qPCR reactions for a total of 12 data points per sample. Reactions with \text{C}_T \text{values} > 0.5 standard deviations from the triplicate mean were excluded from analysis. Enrichment of \text{Idr2} binding at each promoter locus was calculated in each ChIP sample compared to the input sample using relative quantitation against the 3’ end of the gene of interest as described (40). Resultant data reported in Figure 3C represent the mean of the 12 independent trials. Bars marked with asterisks indicate \( P \leq 0.05 \) as determined by Student’s \text{t}-test comparisons of enrichment ratios in TrmB versus \text{Idr2} ChIP–qPCR experiments.

**Microarray**

The \text{ura3} parent, \text{Aidr2} and \text{Aidr1} and \text{Aidr1Aidr2} mutant strains were grown to mid-logarithmic phase (OD600 ~0.4–0.8) in CDM with all trace metals except iron. Cultures were split in half and FeSO4 was added to one half, while the other was continued under iron limitation. 8-ml samples were collected from each culture every 20 min for 60 min (see also experimental design, Supplementary Figure 1). The zero time point was harvested immediately before the addition of iron. At each time point, samples were removed from the culture,
pellet for 30 s at 15 k.r.p.m. in a microcentrifuge and snap-frozen in liquid nitrogen. Pellets were stored at −80°C overnight and RNA was prepared the following day using the Absolutely RNA miniprep kit according to manufacturer’s instructions (Agilent Technologies, Santa Clara, CA, USA). RNA quality was measured using an Agilent Bioanalyzer as described (32). Freedom from DNA contamination was determined on 200-ng samples of RNA in 25 cycles of PCR. As described above for ChIP–chip, 5 µg RNA were direct-labeled with fluorescent dyes. Labeled RNA from experimental cultures was hybridized against the H. salinarum common reference RNA on the custom H. salinarum ORF microarray as described (41). This array contains 2400 ORFs, each printed in quadruplicate. Dye-swaps were conducted to rule out bias in dye incorporation, resulting in a total of at least eight and at most 16 measurements per gene per time point.

Raw intensity signals from gene expression array and ChIP–chip slides were processed by the SBEAMS-microarray pipeline (42) (www.SBEAMS.org/microarray), where resultant data was median normalized and subjected to variability and error estimates (VERA) analysis. Each data point was assigned a significance statistic, λ, using maximum likelihood (43).

Gene expression array data were analyzed using the TM4 MultiExperiment Viewer (MeV) application (http://www.tm4.org/) and R Bioconductor statistics packages (44) within the Gaggle data analysis environment (45). Gene expression data were first binned into two groups, one including only those genes and operons within 500 bp of ChIP–chip binding peaks for Idr1 and Idr2. The other group of genes did not have ChIP–chip binding peaks nearby. The two resultant genes groups were subjected to significance analysis of microarrays (SAMs) in which the expression profiles of each mutant were compared to the wild type and the two other mutants (e.g. Δidr1 vs. Δidr2, Δura3 parent and Δidr1Δidr2) (Supplementary Table S2). For differentially expressed genes within 500 bp of Idr1 and Idr2 ChIP–chip binding peaks, P-values for overrepresentation of these genes in Gene Ontology (GO) categories were determined using the cumulative hypergeometric distribution (R BioConductor GOStats package) (44) (Figures 4 and 5). Those categories with no P-values listed in the text or in Figure 4 had no annotations in GO and were therefore hand annotated based on protein functional information from several databases (32). Differentially expressed genes with no Idr1 or Idr2 ChIP–chip binding peak nearby are listed Supplementary Table S3. We consider these genes to be Idr1–Idr2 independent but iron responsive.

For genes nearby binding peaks shared between Idr1 and Idr2, we performed two-class analysis of variance (ANOVA). In one class, the mutant strains were compared to each other. In the other class, gene expression in the presence versus absence of iron was compared. The resultant 19 differentially expressed genes were then clustered hierarchically. The two main clusters are described in the text and shown in Figure 5. As described above for the epistasis analysis on growth phenotypes, the Euclidean distance was then calculated between mean expression patterns of each cluster in each mutant background. Distance metrics are reported in the text.

RESULTS

Halobacterium salinarum physiology requires iron

Because previous studies have only tested the tolerance of H. salinarum to excess and deficiency of trace metals in complex medium (21,28), we first designed a metal starvation defined medium to control the nutrients provided to the growing organisms. This medium lacks peptone and citrate but contains salts and amino acids with minimal trace metal contamination (Supplementary Table S1). Growth rate in this medium supplemented with varying concentrations of trace metals was determined to be optimum in 100 µM Fe(II), 10 µM Mn(II), 10 nM Cu(II), and 10 nM Zn(II). Although the growth rate of the parent strain changed little during variation from 0 to 10 µM added iron (Figure 2), final culture density was lower in iron-limited cultures after 144 h of growth (Figure 2). Trace metal contamination of this medium was below 0.8 µM (detection limit of ICP-MS, A. Cvetkovic and M.W.W. Adams, personal communication; see Supplementary Materials and Methods), suggesting that H. salinarum grows at low iron concentrations. This confirms growth experiments from other groups, which showed that H. salinarum cannot be completely starved for iron in rich medium, even after the internal iron stores were exhausted by serial passages in low-iron conditions (28,46). By contrast, we observed complete inhibition of growth in the presence of the iron-specific chelator 2,2-dipyridyl (250 µM) in the defined medium (data not shown) (21). We conclude from these growth experiments that the H. salinarum parent strain requires remarkably low levels of iron for growth but that higher levels further stimulate growth.

Identification of two DtxR-like metalloregulatory homologs

As described above, four H. salinarum genes bear significant sequence and structural homology to the DtxR protein family (25,47) (Figure 1A), of which three are computationally predicted to be involved in regulation of metal-responsive genes (30). TroR and SirR are also homologous to the MarR family of antibiotic efflux regulators, of which SirR has been characterized previously (21). Amino acid residues within TroR are highly conserved at critical sites associated with DtxR-type structural regulatory metal binding (1,48) (Figure 1A). By contrast, these residues are altered in Idr1 (VNG2579G) and Idr2 (VNG0835G) (Figure 1A) despite their overall
Interestingly, we observed that \textit{idr1} is divergently transcribed 81 bp away from a gene coding for a putative membrane transport protein with homology to the NUDIX family. This protein contains a CXXC motif within a heavy metal associated domain (HMA), further suggesting a role for \textit{Idr1} in metalloregulation (Figure 1B). On the other hand, \textit{idr2} is convergently transcribed with the \textit{dms} operon, which encodes DMSO reductase, a protein complex involved in anaerobic growth that requires molybdopterin as a cofactor (49). These results suggest that \textit{Idr1} and \textit{Idr2} may play a role in metal homeostasis despite low sequence conservation at metal binding residues.

\textit{Idr1} and \textit{Idr2} interact genetically and deletion of either alters normal growth characteristics

To investigate the function of \textit{Idr1} and \textit{Idr2}, in-frame single and double deletion mutants were generated and growth rates were measured relative to the isogenic parent strain under varying iron conditions (‘Materials and Methods’ section). Compared to the parent strain, \textit{D}_{\textit{idr1}} showed a slightly slower growth rate during iron starvation but slightly faster growth in the presence of 10 \textmu M iron (Figure 2). By contrast, \textit{D}_{\textit{idr2}} was impaired for growth relative to the parent under every iron condition tested (Figure 2). Interestingly, strains deleted for both \textit{idr1} and \textit{idr2} grew significantly faster than the parent strain, especially upon the addition of 100 \textmu M iron. This phenotypic rescue suggests that deleting \textit{idr1} suppresses the \textit{D}_{\textit{idr2}} phenotype. Using Euclidian distance metrics (‘Materials and Methods’ section), the difference between the growth rates of the double mutant and each of the single mutants was calculated. We observed that the \textit{D}_{\textit{idr1}} mutant grew at a rate more similar to the double mutant [Euclidian distance (ED) = 5.84 at 100 \textmu M FeSO\textsubscript{4}] compared with that of \textit{D}_{\textit{idr2}} (ED = 20.3 at 100 \textmu M FeSO\textsubscript{4}), indicating that \textit{Idr1} may be epistatic to, or downstream of \textit{Idr2} (33). Together, these results are consistent with the hypothesis that \textit{Idr1} may act downstream of \textit{Idr2} as a repressor of Fe-dependent growth. However, the differences between
the growth rates \( \text{Idr1} \) and the double mutant at 100 \( \mu \text{M} \) iron are also consistent with a more complex relationship between the two TFs.

The Idr1 and Idr2 iron-dependent regulons

In order to further investigate the nature of the interaction between the two TFs, we took a systems biology approach to define the regulons controlled by each of Idr1 and Idr2: (i) TF binding location analysis (ChIP–chip) for each of Idr1 and Idr2 in the presence and absence of iron to identify direct targets (Figure 3, Supplementary Table S4); (ii) gene expression analysis in \( \text{Idr1} \), \( \text{Idr2} \) and \( \text{Idr1Idr2} \) mutants in the presence and absence of iron to determine which direct targets also exhibit transcriptional dependence on Idr1 and/or Idr2 (Figure 4, 5, Supplementary Table S3, Supplementary Figure 4); and (iii) motif analysis of sequences surrounding the ChIP–chip peak to identify putative cis-regulatory binding consensus sequences (Figures 4 and 5, Supplementary Tables 2 and 4). Genes meeting all three of these criteria were counted as members of the Idr1 and Idr2 regulons (Tables 1–3). Details of the results are described below.

Genome-wide promoter occupancy and gene expression experiments suggest that Idr1 and Idr2 directly regulate iron-responsive genes

To determine if Idr1 and Idr2 bind DNA and to identify direct gene targets, we employed the ChIP–chip method followed by gene expression analysis (32,34). ChIP–chip detects the locations of in vivo TF–DNA interactions across the genome in a two-step process. Briefly, TF–chromatin complexes are cross-linked and immunoprecipitated from cells grown in the presence or absence of added iron (ChIP) (Materials and Methods, Supplementary Methods). DNA fragments were purified from complexes and hybridized against mock-precipitated (‘input’) DNA fragments on the \( H. \text{salinarum} \) whole-genome microarray (34) (Figure 3). To determine whether Idr1 and Idr2 are involved in repression and/or activation of the genes in the vicinity (within 500 bp) of ChIP–chip binding sites, \( \text{Idr1} \), \( \text{Idr2} \), \( \text{Idr1Idr2} \) double mutants and the parent strain were grown in iron-starved conditions. Genome-wide transcription patterns were then monitored using microarrays every 20 min for 60 min upon the addition of iron (Supplementary Figure 1, Figures 4 and 5).

Significant enrichment of Idr1-immunoprecipitated DNA fragments compared to mock-precipitated input was detected in the presence of 100 \( \mu \text{M} \) iron at 71 sites (169 genes). By contrast, only three sites (10 genes) were enriched in the absence of added iron (Figures 3A and 4A, Table 1, Supplementary Table S4). Therefore, iron-replete conditions appear to enhance Idr1–DNA binding. In the \( \text{Idr1} \) mutant, 82 of the total 179 genes nearby Idr1-bound sites were differentially expressed (Figure 4A). A large fraction of these genes are underexpressed in the \( \text{Idr1} \) mutant background, suggesting that Idr1 is necessary for their activation in response to iron. These genes coded for proteins predicted to function in sioheme biosynthesis (\( \text{hem3} \), \( \text{hemL} \), etc.; Figure 3A) (GO enrichment \( P < 3.75 \times 10^{-5} \), iron transport (e.g. hydroxamate siderophore uptake cluster (\( \text{fhuG/FynF} \)) and central metabolism (e.g. amino acid biosynthesis) (Figure 4A; Supplementary Figure 4).

Similar to Idr1, Idr2 appears to bind DNA preferentially in the presence of iron. Only 15 sites, corresponding to 38 genes, were bound in the absence of added iron. By contrast, Idr2 bound to 143 sites (266 genes) throughout the genome in the presence of iron (Figures 3B and 4B, Table 2, Supplementary Tables 2 and 4). In the \( \text{Idr2} \) mutant, 88 of the total 304 genes and operons within 500 bp of Idr2-bound sites were differentially expressed compared to the other three mutant strains (Figure 4B, Supplementary Figure 4). These genes encode proteins involved in several metal trafficking functions, including siderophore production and transport (e.g. \( \text{iucA} \); \( P < 1.90 \times 10^{-3} \); Idr2-activated), transport of other metals \( (P < 2.43 \times 10^{-5}) \) and molybdenum binding functions \( (P < 4.45 \times 10^{-8}; \text{Idr2-repressed}) \). \( \text{iucA} \) deletion mutants were significantly impaired under iron replete conditions, confirming the predicted function of \( \text{iucA} \) in iron homeostasis (Supplementary Figure 3). Surprisingly, in the presence of iron, Idr2 also represses genes whose products are predicted to function in other central cellular processes, including transport of other nutrients \( (3.50 \times 10^{-5}) \) [e.g. \( \text{matE} \), \( \text{proX} \) (Figures 4B and 3B)] and cell division functions (\( \text{sojC1} \), Figures 4B and 3B). Binding of Idr2 to sites upstream of \( \text{sojC1} \) and \( \text{proX} \) was validated by ChIP–qPCR (Figure 3C). In summary, although a subset of genes is Idr2-activated (e.g. \( \text{iucABC} \) and other metal trafficking genes), Idr2 represses a large fraction of its target genes in response to iron.

We propose two possible explanations for the observation that approximately half of the Idr1 and Idr2-bound sites in the genome did not show significant expression changes in the \( \text{Idr1} \) and \( \text{Idr2} \) mutants (Supplementary Table S4), a phenomenon frequently reported in
ChIP–chip or ChIP-seq studies in other organisms from bacteria to humans (50–54). These are (i) regulatory events subsequent to DNA binding could be required for full transcriptional activity and (ii) other regulatory mechanisms such as regulated transcript degradation or antagonism of Idr1 and/or Idr2-dependent transcription by other TFs could be involved. Here, we have observed that Idr1 and Idr2 DNA binding is stimulated by iron, but because Idr1 and Idr2 metal selectivity has not been determined biochemically, it remains possible that Idr1- and Idr2-dependent transcriptional activity at other sites could require the addition of other metal co-factors.

Conversely, we observed that deletion of Idr1 or Idr2 also resulted in differential regulation of 275 genes that were not bound by either of the two TFs in the ChIP-chip experiments (Supplementary Table S3). For example, Idr1 indirectly repressed the fepC gene, whose product is predicted to be involved in uptake of enterobactin siderophores. Mutants deleted for fepC are impaired for growth under iron-replete conditions, confirming the role of FepC in iron homeostasis (Supplementary Figure 3). It is possible that Idr1 or Idr2 may bind to promoters of some indirectly regulated genes under other conditions or at other time points following ChIP–chip binding peaks at sites across the genome. (A) ChIP–chip binding peaks at sites across the genome. (Left) All Idr1 binding locations detected in the five biological replicate ChIP–chip experiments are depicted as black peaks. (Right) ChIP–chip data are shown for Idr2. On the y-axis, relative enrichment represents the scaled peak intensity for all replicates combined with a density algorithm ('Materials and Methods' section). The position of each peak on the chromosome is shown on the x-axis in megabase pairs (Mbp). (B) Representative examples of peaks from the MeDiChI algorithm output. Idr1 targets (top, siderophore transport operon; bottom, xthA endonuclease) are shown on the left. Idr2 targets are shown on the right (top, proX transport operon in the chromosome; bottom, sojC1 cell division protein on the pNRC200 plasmid). Gray arrows depict the direction and location of ORFs along the segments of the chromosome shown on the x-axis. Each ORF is labeled according to its function. Some of these functions are discussed in the text; others are listed in Supplementary Table S2. Gray dotted lines in each peak show the bootstrap confidence range from the MeDiChI model fit, with the innermost line representing the highest confidence. Black peaks represent the best fit to the model (36). Black dots represent raw enrichment ratio data points from representative ChIP-chip experiments. (C) ChIP-qPCR validation of Idr2 binding sites. Primers surrounding the most intense black peaks shown in (B) were used in quantitative PCR experiments to validate the observed ChIP-chip peaks. Error bars represent the ± SEM from the mean of 12 replicate trials. Asterisks represent significant differences (P ≤ 0.05) between the binding enrichments for TrmB compared to those for Idr2.
Figure 4. Direct target genes of Idr1 and Idr2 are differentially expressed in the corresponding mutant strains. Data shown are genes differentially expressed in the Δidr1, Δidr2 and Δidr1 Δidr2 double mutant backgrounds compared to wild type. These genes are also directly bound in their promoters or coding sequences by Idr1 (A) or Idr2 (B). Gene functions are indicated by the text color as described in the legend. Significance of Gene Ontology (GO) functional enrichment of genes in these categories is described in the text. Genes marked with asterisks are those with one or both of the computationally identified cis-regulatory motif sequences within 500 bp of their coding sequence. Gene name labels are listed in Supplementary Table S2 in the same order as depicted in each heatmap. Full details on gene functional annotations and motif sequences can also be found in Supplementary Table S2. Charts shown below each heat map indicate the overlap between the three genome-wide datasets. The first number listed in each circle indicates the number of sites bound in ChIP-chip experiments. The numbers in parentheses indicate the number of genes and operons associated with those sites.
iron addition. Alternatively, Idr1 and/or Idr2 may act indirectly through other TFs. In support of the latter hypothesis, our data suggest that Idr1 and Idr2 directly influence the expression of several genes coding for other TFs (e.g. sirR, tfbD, etc., Figure 4).

In addition, we found 72 genes that were differentially expressed in response to iron in the parent and mutant strains (Supplementary Table S3). One of these differentially expressed genes, dpsA, codes for an iron storage protein (55). The dpsA deletion mutant was impaired for growth under iron-replete conditions compared to the wild type, confirming the role of DpsA in iron homeostasis (Supplementary Figure 3). Together, these results suggest that other, unknown TFs besides Idr1 and Idr2 may be involved in regulating iron-responsive gene expression. In conclusion, the ChIP–chip and gene expression data thus far suggest that Idr1 and Idr2 independently regulate different genes coding for iron-trafficking proteins. Thus, when bound independently to different promoters, Idr1 and Idr2 appear to perform parallel but nonredundant functions (Figures 3 and 4).

Idr1 and Idr2 co-regulate a subset of genes

Consistent with this interplay between Idr1 and Idr2, we observed that both Idr1 and Idr2 bound to 23 loci in the genome in the presence of iron. These loci are associated with 35 genes (singlets or operons within 500 bp of ChIP–chip peaks; Supplementary Tables 2 and 4). Binding sites for Idr2 were located, on average, 104 bp away (ranging from 1 to 356 bp) from Idr1 binding sites, which is consistent with the hypothesis that the two TFs may bind in close proximity to each other at shared target loci (Supplementary Table S2, Table 3). Among these 35 genes, 19 were differentially expressed in the Δidr1, Δidr2 and/or Δidr1Δidr2 mutants relative to the parent strain (Figure 5, Supplementary Table S2).

To determine the regulatory relationship between Idr1 and Idr2 at these sites, we performed epistasis analysis on the expression data for co-bound genes as described earlier for the growth assays (Figure 2). Transcription profiles of the 19 genes in each knockout background cluster into two main groups. In the first cluster, transcriptional patterns in the Δidr1 background more closely resemble those of the double mutant (Euclidean distance (ED) = 0.98) than does Δidr2 (ED = 2.50) (Figure 5A). These expression patterns are consistent with results from the growth assays, with Idr1 epistatic to Idr2 (Figure 2). In addition, we observed that the idr1 gene was underexpressed in the Δidr2 deletion mutant compared to wild type (Supplementary Figure 4).
<table>
<thead>
<tr>
<th>Gene/operon annotation</th>
<th>Motif 1 sequence</th>
<th>Motif 1 location</th>
<th>Motif 2 sequence</th>
<th>Motif 2 location</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNG0047G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0060G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0183G / 0184H</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0230C / 0231C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0442G / 0444G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0447H</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0459G / 0461G / 0462C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0583G / 0585H</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0629G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0940G / 0941C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0983C</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG2322G / 2323H / 2324H / 2326G / 2329C / 2330G / 2331G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG2547G / 2546G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG2549C / 2551G / 2552G</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Idr1 region**

<table>
<thead>
<tr>
<th>Gene name</th>
<th>Gene or operon</th>
<th>ChIP–chip location</th>
<th>Motif 1 sequence</th>
<th>Motif 1 location</th>
<th>Motif 2 sequence</th>
<th>Motif 2 location</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNG0047G</td>
<td>graD6</td>
<td>42203</td>
<td>TCTAGTTGAGATCACGAACGAGT</td>
<td>42417</td>
<td>CTGACGAGGTCGAGGT</td>
<td>42388</td>
</tr>
<tr>
<td>VNG0060G</td>
<td>lpg</td>
<td>57744</td>
<td>TCGTGTTTCCACCGGAACGCTG</td>
<td>57381</td>
<td>CCCCCGTTTCGCCGGGAACGACG</td>
<td>57844</td>
</tr>
<tr>
<td>VNG0183G</td>
<td>vhsA</td>
<td>158571</td>
<td>CCTGCGACCTCGTTGC</td>
<td>158752</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0230C</td>
<td>VNG0231C</td>
<td>194822</td>
<td>CGGACGACCTCGACCC</td>
<td>195075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0442G</td>
<td>VNG0444G</td>
<td>343025</td>
<td>AGCGCGACCTCGATGC</td>
<td>342543</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0447H</td>
<td>VNG0447H</td>
<td>343025</td>
<td>AGCGCGACCTCGATGC</td>
<td>342543</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0459G</td>
<td>VNG0461G / 0462C</td>
<td>355790</td>
<td>TGTTCGAGGTCGGCCA</td>
<td>355874</td>
<td>ACAACGACCTCGACAC</td>
<td>356074</td>
</tr>
<tr>
<td>VNG0583G</td>
<td>cyb</td>
<td>446505</td>
<td>CACGGTTGTCACCACGAACGGCA</td>
<td>446386</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0629G</td>
<td>aspB2</td>
<td>480279</td>
<td>GCGACCTCGTCGCCCT</td>
<td>480660</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0940G</td>
<td>acs3</td>
<td>718642</td>
<td>TCGACGACCTCGACTC</td>
<td>718574</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG0983C</td>
<td>VNG0983C</td>
<td>749091</td>
<td>GGCTGTTAGCGGCTGAACTACC</td>
<td>748896</td>
<td>AGTAGTTCGTTTCTTCAACCAAA</td>
<td>749123</td>
</tr>
<tr>
<td>VNG2322G</td>
<td>hemL operon</td>
<td>1733801</td>
<td>TGGCGTTCGACCCGAGAACTGCC</td>
<td>1733645</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG2547G</td>
<td>valS / pepB3</td>
<td>1911663</td>
<td>TCGTCGATCTCGTCGA</td>
<td>1912124</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VNG2549C</td>
<td>fhuG / yfmF</td>
<td>1911663</td>
<td>TCGTCGATCTCGTCGA</td>
<td>1912124</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**a** All sites were detected on the Chromosome. No Idr1 binding sites were detected on either of the pNRC100 or pNRC200 plasmids. All numbers in the table refer to chromosomal coordinates where the feature of interest was detected.

**b** Colored residues are those that are in the motif. Black residues are outside the motif. Motif 1 is gleaned from Bell et al., 1999, ref. 24. Motif 2 was found computationally in this study.

**c** Bolded entries indicate those loci that are bound in the absence of iron.

**d** In the case of large operons, the name of the first gene in the operon is listed.

**Genes within 500 bp of Idr1-bound loci that are differentially expressed in the idr1 knockout and contain a cis-regulatory motif.**
<table>
<thead>
<tr>
<th>Gene/oplon</th>
<th>Gene name</th>
<th>Annotation</th>
<th>Chromosomal element</th>
<th>ChIP-chip peak location</th>
<th>Motif 1 sequence</th>
<th>Motif 2 sequence</th>
<th>Motif 2 location</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNG0732G</td>
<td>tpc</td>
<td>Probable RNA 3'-terminal phosphate cyclase</td>
<td>Chr</td>
<td>551512</td>
<td>TCGCGTTCTCGCGAGAGCTC</td>
<td>551392</td>
<td></td>
</tr>
<tr>
<td>VNG0777G</td>
<td>taqD</td>
<td>Glycerol-3-phosphate cytidytransferase</td>
<td>Chr</td>
<td>584993</td>
<td>TCCACGAA-TCCACGT</td>
<td>585407</td>
<td></td>
</tr>
<tr>
<td>VNG0828H</td>
<td>dnsEABCD</td>
<td>DMSO reductase cluster. Induced by anaerobic growth on TMAO and DMSO.</td>
<td>Chr</td>
<td>630520</td>
<td>TCGTTCTCGTCAGCGAGAAG</td>
<td>630029</td>
<td></td>
</tr>
<tr>
<td>VNG1628G</td>
<td>aad</td>
<td>Putative B-domain of K+ channel.</td>
<td>Chr</td>
<td>1213790</td>
<td>CAGCGTTCAACGCGTTCAACCGC</td>
<td>1213762</td>
<td></td>
</tr>
<tr>
<td>VNG1760G</td>
<td>proX, htr5</td>
<td>Putative ABC transporter / Halobacterial transducer protein IV (Methyl-accepting chemotaxis protein)</td>
<td>Chr</td>
<td>1303269</td>
<td>AAAACGAGGTTCGTTA</td>
<td>1303000</td>
<td></td>
</tr>
<tr>
<td>VNG2404G</td>
<td>matE1</td>
<td>Multidrug efflux pump (ABC transport family)</td>
<td>Chr</td>
<td>1804475</td>
<td>CGCGTTGCGCGCGCAACAGC</td>
<td>1805019</td>
<td></td>
</tr>
<tr>
<td>VNG2406C</td>
<td>VNG2406C</td>
<td>Putative rubredoxin (Fe-containing electron transfer protein) / GTP binding protein</td>
<td>Chr</td>
<td>1805539</td>
<td>CAGCGTTGAGCGCAGAACATG</td>
<td>1805263</td>
<td></td>
</tr>
<tr>
<td>VNG5145H</td>
<td>VNG5145H</td>
<td>Likely involved in protein transport</td>
<td>pNRC100</td>
<td>115761</td>
<td>GCACTCGAGATCGAA</td>
<td>116224</td>
<td></td>
</tr>
<tr>
<td>VNG6086G</td>
<td>sojC1</td>
<td>Putative chromosome partitioning protein</td>
<td>pNRC200</td>
<td>66097</td>
<td>GATGTGGACTTGCAGCGA</td>
<td>66118</td>
<td></td>
</tr>
<tr>
<td>VNG6212G</td>
<td>iucABC</td>
<td>Putative siderophore biosynthesis and uptake cluster</td>
<td>pNRC200</td>
<td>176882</td>
<td>AAGCCGACCTCGAAGAC</td>
<td>176524</td>
<td></td>
</tr>
<tr>
<td>VNG6268C</td>
<td>VNG6268C</td>
<td>Putative membrane transport protein</td>
<td>pNRC200</td>
<td>207022</td>
<td>CGGCGAGCTCGATG</td>
<td>207048</td>
<td></td>
</tr>
<tr>
<td>VNG6269C</td>
<td>VNG6269C</td>
<td>Unknown function</td>
<td>pNRC200</td>
<td>207022</td>
<td>AGAGCCGATCGACCGG</td>
<td>207150</td>
<td></td>
</tr>
<tr>
<td>VNG6283H</td>
<td>VNG6283H</td>
<td>Unknown function</td>
<td>pNRC200</td>
<td>208976</td>
<td>AGAGCCGATCGACCGG</td>
<td>209002</td>
<td></td>
</tr>
<tr>
<td>VNG6367H</td>
<td>VNG6367H</td>
<td>Unknown function</td>
<td>pNRC200</td>
<td>208976</td>
<td>AGAGCCGATCGACCGG</td>
<td>209104</td>
<td></td>
</tr>
<tr>
<td>VNG6379C</td>
<td>VNG6379C</td>
<td>Putative Fe-S cluster oxidoreductase</td>
<td>pNRC200</td>
<td>218832</td>
<td>ACCTCGAGATCGACCGG</td>
<td>219057</td>
<td></td>
</tr>
</tbody>
</table>

*aIndicates which the genomic element on which the Idr2-enriched region was detected. Chr, Chromosome; pNRC100, plasmid 100; pNRC200, plasmid 200. All numbers in the table refer to coordinates where the feature of interest was detected. 
*bColored residues are those that are in the motif. Black residues are outside the motif. 
*cBolded entries indicate those loci that are bound in the absence of iron. Genes within 500 bp of Idr2-bound loci are listed; these genes are also differentially expressed in the *Aidr2* knockout (Figure 4) and contain a *cis* regulatory motif.
Idr2 does not bind to the idr1 promoter (Supplementary Table S2), Idr2 control of idr1 is most likely indirect (Supplementary Table S3). Nevertheless, because Idr1 and Idr2 both bind directly to these sites, these observations are consistent with a putative feed forward loop motif (Figures 5A and 6).

In the second cluster, transcription patterns in both Δidr1 and Δidr2 knockouts more closely resemble each other (ED = 2.27) than they do the double mutant (Idr1 ED = 4.84; Idr2 ED = 3.268) (Figure 5). These genes are overexpressed in the double mutant. We therefore hypothesize that Idr1 and Idr2 are both necessary to repress genes in this cluster (AND logic relationship). The function of the majority of genes in both clusters is currently unknown (Table 3). However, some genes in the AND-regulated cluster code for a putative molybdenum cofactor biosynthesis protein and other central cellular functions (Figure 5). Together, these data suggest that, in addition to the independent functions of Idr1 and Idr2 described above, both TFs are necessary for the repression of a subset of genes and for the activation of others.

Putative cis-regulatory binding motif sequences for Idr1 and Idr2 were detected

In order to identify cis-regulatory binding sequences for Idr1 and Idr2, we first searched 1-kb sequence regions surrounding all Idr1 and Idr2 ChIP–chip binding peaks for the consensus sequence previously identified for MDR1 (GTT-N8,9-AAC; \( P < 10^{-5} \)), the DtxR homolog from the archaeon Archaeoglobus fulgidus (24). We detected 11 unique motif occurrences within 500 bp of eight Idr1 peaks, 20 occurrences nearby 18 Idr2 peaks and two occurrences nearby each of two co-bound peaks (Table 1–3; Supplementary Tables 2 and 4). Some regions contained more than one instance of this motif. We also searched for additional motifs using computational methods, detecting a putative inverted repeat palindrome, WCGAS[C/A]TCGW (\( P < 10^{-5} \)). This motif was located within 500 bp of 13 Idr1 peaks (16 occurrences) and 15 Idr2 peaks (15 occurrences) (Tables 1 and 2, Supplementary Tables 2 and 4). One co-bound locus contained this motif (Table 3; Supplementary Table S2). In future biochemical experiments, it will be interesting to investigate the precise role of these motifs in binding of Idr1 and Idr2 to promoters in the presence of iron.

Data integration to infer Idr1- and Idr2-dependent regulons

In summary, we used three criteria to determine the regulons, or sets of genes, directly controlled by each of Idr1 and Idr2: (i) genes and operons within 500 bp of TF–DNA ChIP–chip binding peaks (37); (ii) genes that were differentially expressed in the Δidr1/Δidr2 knockout and contain a cis-regulatory motif.

Table 3. The shared Idr1/Idr2 regulon

<table>
<thead>
<tr>
<th>Gene name</th>
<th>Annotation</th>
<th>Idr1 ChIP location</th>
<th>Motif 1 sequence</th>
<th>Motif 1 location</th>
<th>Idr2 ChIP location</th>
<th>Motif 2 sequence</th>
<th>Motif 2 location</th>
</tr>
</thead>
<tbody>
<tr>
<td>VNG0054H</td>
<td></td>
<td>48990</td>
<td>CACTGTTCACTCCTCAAACTCTA</td>
<td>49336</td>
<td>199534</td>
<td>CCGCTAAGATCAGGGGACGTCG</td>
<td>199598</td>
</tr>
<tr>
<td>VNG0243C</td>
<td></td>
<td>200290</td>
<td>CCGACGACCTCGATGT</td>
<td>199598</td>
<td>225814</td>
<td>CCGTGGTCGTATCTGGGGACT</td>
<td>225794</td>
</tr>
<tr>
<td>soxB</td>
<td>Sarcosine oxidase / Small heat shock protein Hsp20</td>
<td>225814</td>
<td>CCGTGGTCGTATCTGGGGACT</td>
<td>225794</td>
<td>199598</td>
<td>CCGCTAAGATCAGGGGACGTCG</td>
<td>199598</td>
</tr>
</tbody>
</table>

Genes within 500 bp of Idr1 and Idr2-bound loci that are differentially expressed in the Δidr1/Δidr2 knockout and contain a cis-regulatory motif.
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Figure 6. Model for the interaction between Idr1 and Idr2 in the control of gene expression in response to iron. The model depicts a gene regulatory network under the control of Idr1 and Idr2 based on the data presented in this study. Arrows represent activation influences, whereas blunt-headed lines represent repression. The circles represent Idr1 and Idr2 (TFs). Hexagons depict the clusters of genes under shared control of Idr1 and Idr2. Numbers of the clusters correspond with those shown in Figure 5A. Rectangles depict genes involved in iron homeostasis that are independently controlled by either Idr1 (fhuG/yfmF; genes encoding the hydroxamate siderophore uptake system; hem, siroheme biosynthesis gene cluster) or Idr2 (iucABC; genes encoding a different siderophore uptake system; dmsDABCE, DMSO reductase-coding operon).

DISCUSSION

We have identified and characterized transcriptional regulation of the iron response in H. salinarum by two TFs, Idr1 and Idr2. Epistasis analysis of growth rates of single and double mutant strains initially suggested that the two TFs work in the same genetic pathway (Figure 2). TF binding occupancy, gene expression and computational motif identification further suggest that Idr1 and Idr2 work together to regulate genes involved in iron trafficking. For the majority of these genes, each TF binds DNA independently in the presence of iron to modulate transcription of different genes encoding similar functions in iron-trafficking and other central cellular processes (Figures 4 and 5, Tables 1 and 2). However, Idr1 and Idr2 bind together at a subset of targets, acting in concert to activate the transcription of some genes and to repress others. Thus, the systems-level data sets (Figures 3–5, Tables 1–3) confirm and extend the results from growth assays (Figure 2).

These results also confirm and extend the predictions from the EGRIN model for H. salinarum (30). For example, from the model, we predict that Idr2 represses genes in 22 clusters (30), several of which have been confirmed in the present study (Figures 3 and 4). By contrast, Idr1 was not predicted to influence transcription (30). Interestingly, we also detected Idr1- or Idr2-dependent genes involved in functions other than iron uptake in at least two of our data sets (e.g. cell division, membrane biogenesis and molybdenum trafficking; Tables 1–3; Supplementary Table S2), suggesting additional functions for the two TFs. The EGRIN model may have excluded Idr1 and these additional functions from its predictions because transcriptional changes under iron starvation conditions assayed here were not included in the model construction (30). This omission points to a clear need for iterative experimental validation and refinement of mathematical models to accurately decipher cause-and-effect relationships in biological systems.

Although the detailed mechanisms remain to be determined, the H. salinarum Idr1–Idr2 network exhibits features conserved with metalloregulatory pathways in other eukaryotic and bacterial microbial systems. In bacteria, regulatory cascades involving two TFs are common motifs for communication between oxidative stress, iron starvation, and/or heme cofactor biosynthesis pathways (3,6,56). In some cases, such as OxyR-mediated oxidative stress control of Fur in E. coli, the upstream factor activates a downstream repressor (57), with the opposite being true in other organisms (3). Despite
frequent occurrence of this general motif, to our knowledge regulatory interplay between two DtxR family members has not yet been recorded; rather, interactions between different TF families appear to be more common (3,6,56,57). In contrast to this inverse relationship between members has not yet been recorded; rather, interactions ledge regulatory interplay between two DtxR family frequent occurrence of this general motif, to our know-
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