A method for counting PCR template molecules with application to next-generation sequencing
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ABSTRACT

Amplification by polymerase chain reaction is often used in the preparation of template DNA molecules for next-generation sequencing. Amplification increases the number of available molecules for sequencing but changes the representation of the template molecules in the amplified product and introduces random errors. Such changes in representation hinder applications requiring accurate quantification of template molecules, such as allele calling or estimation of microbial diversity. We present a simple method to count the number of template molecules using degenerate bases and show that it improves genotyping accuracy and removes noise from PCR amplification. This method can be easily added to existing DNA library preparation techniques and can improve the accuracy of variant calling.

INTRODUCTION

Amplification by PCR during library preparation for next-generation sequencing (NGS) complicates genotyping because PCR introduces sequence error and duplicates template molecules (1). These problems are exacerbated when amplifying a small number of template molecules because DNA polymerase errors can generate spurious variant calls if a high proportion of sequence reads derive from a molecule with a mutation that arose in the early cycles of PCR. Alternatively, a heterozygous variant can be missed if a high proportion of sequence reads derive from one allele compared to the alternate allele, due to imbalanced amplification. Despite these concerns, PCR is widely used in NGS library preparation (2,3) in addition to workflows in which the mass of available DNA is limiting, such as hybridization capture (4), ChIP-Seq (5) or samples with a high background of non-specific DNA (6,7). One solution is to remove PCR duplicates based on the read start position and orientation (8) but this approach may discard useful data and is not applicable to amplicon sequencing, where all reads for a given amplicon share the same start position. Here, we describe an alternative approach to identify PCR duplicates that is applicable to shotgun and amplicon sequencing. We use a molecular counter to estimate the number of template molecules in the PCR associated with each variant. The counter is a degenerate base region (DBR) that is ligated to all fragments during library preparation. After ligation, each fragment in the library incorporates a particular sequence chosen from all the possible DBR sequences. The total number of possible sequences is controlled by the base composition of the counter (9) specified during oligonucleotide synthesis. For example, a single N specified in an oligo would allow for four different possible counters, one for each base. Longer DBR specifications can produce higher numbers of counters.

The counter can be used to determine whether a putative variant is associated with a single template molecule or, alternatively, multiple template molecules and hence the probability that it derives from a polymerase error or true variant. In addition, we show that the number of different DBR sequences associated with one allele, compared to the alternate allele, is a more direct measure of initial template molecules than read numbers. The DBR provides a better estimate of the number of molecules sequenced, increasing our ability to avoid false negative calls.

THEORETICAL ANALYSIS

To estimate the number of molecules that were sequenced, we can use the observed number of reads and counters. Trivially, the lower bound on the number of molecules is equal to the number of observed counters, since counter sequences are ligated to the template.
However, the possibility of ‘collisions’ mean that we cannot use the number of counters alone to give an upper bound on the number of molecules sequenced. Collisions occur where two molecules receive the same counter sequence by chance and are more likely as the number of reads increases. At high read depths, we would expect to observe all possible counter sequences and the counter would be ‘saturated’.

The number of molecules \((m)\) is estimated by Bayes’ theorem using the observed number of counters \((k)\) and the (fixed) total number of counter sequences \((n)\) by multiplying the likelihood of \(k\) by the prior distribution for \(m\):

\[
P(m|k,n) \propto P(k|m,n)P(m)
\]

(1)

To estimate \(P(m)\), we first observe the number of reads, \(r\), and note that

\[
P(m) = P(m|r)P(r)
\]

Since we have observed the number or reads, \(P(r) = 1\) and we know that, in the absence of any other data, the number of molecules sequenced is between 1 and the total number of reads

\[
P(m) = U(1, r)
\]

(3)

To calculate the likelihood of \(k\), we use the ‘occupancy distribution’ (10)

\[
P(k|m,n) = \frac{n_k S(m, k)}{r^n}
\]

(4)

Where \(n_k = \prod_{i=1}^{k} (n - k + i)\) and \(S(m, k)\) is the Stirling number of the second kind.

For the simple case where we have only one possible counter sequence, equivalent to not using a counter at all, we can use the identity \(S(m, 1) = 1\) and set \(n = 1\) in (4) and substitute into (1) to show that

\[
P(m|k = 1, n = 1, r) = U(1, r)
\]

(5)

that is the prior distribution for \(m\). As expected, with no counter our estimation of the number of molecules sequenced is the same as that using read numbers alone.

With a degenerate counter \((n > 1)\), the number of template molecules that can be counted is dependent on \(n\). To illustrate how \(k\) and \(n\) affect our estimate of \(m\), we calculated the occupancy probabilities of a counter with eight available sequences \((n = 8)\). This is shown in Figure 1. With \(k = 1, 2\) observed counters, the likelihood distribution is mostly on \(m = k\), indicating that the number of molecules is equal to the number of counters. However, for higher values of \(k\) the likelihoods are spread over a large range of values and not just the maximum likelihood estimate. For \(k = 8\) observed counter sequences, the counter is fully saturated and the likelihood increases with \(m\) suggesting \(r\) as the best estimate of \(m\). A saturated counter, therefore, suggests the observed number of reads as the most likely estimate of the number of molecules.

The event that no collision occurs is an example of the ‘generalised birthday problem’ (11): how many days in a year would you need to ensure that a room full of people do not share a birthday? The probability that no collision \((C^*)\) occurs is approximately

\[
P(C^*) \approx \exp\left(-\frac{m(m - 1)}{2n}\right)
\]

(6)

Therefore, when there is a 50% probability of a collision \((P(C) = 0.5)\)

\[
m \approx \sqrt{2 \ln(2)n}
\]

(7)

Since \(\sqrt{2 \ln(2)} = 1.18\), it is a reasonable approximation that a counter will behave linearly when the number of molecules is less than or equal to the square root of the number of DBRs. Nevertheless, the quantification of template molecules is more important if few molecules are sequenced. For example, quantifying the difference between 55 and 51 molecules of a novel variant has less practical utility than quantifying the difference between 5 and 1 molecules.

Polymerase error or heterozygote?

The occupancy distribution in Figure 1 shows that, under the uniform prior, observing only one DBR means that the reads are most likely to have come from a single template molecule. If we observe a putative variant associated with one counter sequence, we could therefore infer that it has come from a single molecule, potentially indicating a polymerase error.
Adaptors oligonucleotides were phosphorylated (Phos) and HPLC purified. Adaptors consisted of YSvA 5'-CCTA TCCCCCTGTTGCTCTCTCAGTAGTAGATGTG-3' and either YSvA 5'-Phos-ATGCACTCTACTATAGGGAGA-3' or YSvG 5'-Phos-ATGCACTCTACTATAGGGAGA-3' and YSnv2 5'-Phos-ATGCACTCTACTATAGGGAGA-3'. Oligonucleotides were annealed in 1x NEBuffer 2 (NEB), by heating to 95°C for 5 min and cooling from 95°C to 20°C at a rate of 1°C min. Human genomic DNA (Promega) was digested with FatI (NEB), filled-in with dCTP and ligated to either YSvG-YSnv or YSvA-YSnv adaptors. The two different adaptor libraries were then pooled in equal volumes and concentrated using AMPure XP beads. The pooled DNA library was then diluted to 50 ng/µl in 1x Taq DNA ligase buffer (NEB) with 1.5 µM oligonucleotide splint (5'-CGACTCAGTAGGGAGA-3') and 40 U of Taq DNA ligase (NEB) in a 50 µl reaction. The reaction was heated to 95°C for 5 min before incubation at 45°C for 90 min. After ligation, different volumes of the circularization reaction were added to individual iPCR reactions (corresponding to 50, 100, and 250 ng library). iPCR reactions contained 0.3 µM each forward 5'-cctta TCCCCCTGTTGCTCTCTCAGTAGTAGATGTG-3' and reverse 5'-GTCACCTCTACTATAGGGAGA-3' and 1x Colorless GoTaq Flexi Buffer (Promega), 2.5 mM MgCl2, 0.2 mM each dNTP and 1.25 U of GoTaq Hot Start Polymerase (Promega). Cycling was carried out at 95°C for 2 min followed by 31 cycles at 95°C for 30 s, 62°C for 30 s and 72°C for 2 min 30 s and a final extension at 72°C for 10 min. PCR products were purified by AMPure XP beads before sequencing.

Template for sequencing was quantified by PicoGreen and Bioanalyzer DNA 1000 Lab-Chip (Agilent), and diluted to 1 x 10^7 molecules/µl. Libraries were emulsion PCR amplified using the GS Titanium emPCR kit (Lib-L) (454, Roche, Basel) using the manufacturer’s recommendations, except that the input library consisted of double-stranded DNA. Each sample was sequenced on 1/16th of a single PicoTitrePlate using the GS FLX Titanium Sequencing kit XL70 (454, Roche, Basel) according to the manufacturer’s recommendations. Signal processing was performed using the standard 454 shotgun data analysis pipeline.

**RESULTS**

DBR composition

To investigate potential biases during oligonucleotide synthesis of DBRs, we generated libraries by restriction endonuclease digestion of human genomic DNA and ligation of adaptors. Two different partially complementary or Y-stem adaptor sequences were used that both contained a DBR but differed at a single base (5'-RYBDHVBCG-3' and 5'-RYBDHVBAC-3'; the single base difference is underlined in each sequence). After adaptor ligation, the libraries were equimolar pooled, denatured and rendered double stranded by a single cycle of primer extension. The library was then sequenced on the Roche 454 platform and the distribution of MID sequences analyzed. There were 1944 (972 x 2) possible counters of which 1941 were observed. The reads follow a log normal distribution (mean 2.85, SD 0.49), which would be expected as random variation in base composition at each base, during synthesis, has a multiplicative effect on the number of tagged molecules with a particular DBR (Figure 2). In addition, we have
different log-normalized counter sequences were evenly distributed ($P = 1$, chi-squared test). These data suggest that large biases between different counters did not exist during oligonucleotide synthesis.

**Identification of PCR duplicates using the DBR**

To identify PCR duplicates, we generated libraries using adaptors with DBR sequences that have greater degeneracy (5′-RybDHVBACGNNND-3′ and 5′-RybDHVBACANNND-3′). After adaptor ligation, the libraries were pooled, denatured, circularized on an oligonucleotide splint and a single target was extracted by inverse PCR (iPCR). To investigate the effect of input template mass on PCR sequence error and duplication, different masses of the circularization reaction were added to individual iPCR reactions (50, 100 and 250 ng library). Each iPCR reaction was sequenced on the Roche 454 platform.

We calculated the percentage of uniquely aligned reads that had a valid DBR and mapped to the expected amplicon sequence. In total, 46,656 sequences are specified by each DBR sequence yielding a total of 93,312 possible DBR sequences across both alleles. Across all three sequencing reactions, 95,741 reads passed 454 quality filters, of which 81,806 (93.1%) had an expected DBR and mapped to the predicted amplicon sequence. We examined the number of reads and DBR sequences associated with each input mass. The input mass was not correlated with the total number of reads (linear fit $R^2 = -0.20$, $P = 0.72$) but there was a relationship between input mass and the number of observed DBRs (linear fit $R^2 = 0.78$, $P = 0.01$). These data suggest that the counter was sensitive to the initial iPCR input mass but read numbers were not. For each input mass, most DBRs were associated with one read but a small number was associated with high read numbers. The upper range of read numbers decreased as input mass increased (455 for 50 ng, 323 for 100 ng and 123 for 250 ng). These data indicate that imbalanced amplification is more severe at lower input mass (Figure 3).

**Improved genotyping accuracy with a counter**

To compare allele calling accuracy using counters to allele calling accuracy using reads, we used the 250 ng data set after first verifying that the two alleles were approximately even in the pooled library (reads A, 13,911; G, 13,968; counters, A, 5816; G, 5693). We then sampled reads associated with a given number of counters from the total population and calculated the proportion of counters and reads associated with each allele. We repeated the test 1000 times for different numbers of counters. Consistent with the binomial distribution, the proportion of counters and reads associated with each allele converged towards 50% as more counters were sampled. Because counters eliminate many PCR duplicates, the convergence is more pronounced for counters than read numbers (Figure 4). These data suggest that counters are able to predict allele frequency more accurately than reads.

PCR duplicates that contain polymerase errors can give rise to false positive allele calls. We again sampled reads associated with a given number of counters from the total population using the 250 ng dataset. To estimate error rates using reads, we aligned sampled reads and called errors as non-reference positions that occurred in at least 10% of reads. To estimate error rates using counters, we derived a consensus sequence for each counter and called errors as non-reference positions that were associated with at least 10% of counters or, if fewer than 10 counters were sampled, positions where more than one counter had the same non-reference sequence. The test was repeated 1000 times for different numbers of counters and the percentage of samplings that had at least one error was calculated (Figure 5). Overall, the error rate using reads was high when a low number of counters were sequenced (for example, if 10 counters were sequenced the error rate was approximately 30%). These data are consistent with the presence of ‘clonal’ polymerase errors derived from single template molecules. In contrast, the counter was highly effective at eliminating errors, suggesting that counters are able to reduce miscalling of polymerase errors.

**DISCUSSION**

PCR is used in many NGS workflows but has the potential to increase false positive and false negative allele calls. False positive allele calls result from nucleotide misincorporations that occur during the early cycles of PCR. False negative allele calls result from unequal amplification of two alleles. This situation is exacerbated by low template concentration.

We found that different input masses into an iPCR reaction resulted in similar numbers of reads. This result is an artefact of the Roche 454 library preparation because samples are added to emulsion PCR reactions at different
concentrations to maximize the number of reads (GS FLX Titanium emPCR Method Manual). Despite this limitation, counters were sensitive to input copy number and the number of returned counters had a linear relationship with the input mass. Since the generation and ligation of DBRs is random, we had to use probabilistic methods to infer the actual number of molecules sequenced. This analysis shows that the number of observed counters is most likely equal to the number of input molecules when it is lower than the square root of the number of possible counters. At this point, the probability of two molecules being tagged with the same DBR is sufficient to make the relationship non-linear. A maximum likelihood estimate of the number of input molecules can be inferred until the counters are saturated, at which point all counter sequences are observed. To eliminate the effects of saturation, the degeneracy and number of bases included in the DBR can be altered to provide a greater number of potential counter sequences. This approach can, partially at least, overcome the problem of collisions when the number of molecules input into a PCR reaction of the same type is high.

However, for many applications it is only necessary to quantify low numbers of template molecules where miscalls can occur, in which case the number of DBRs can be set appropriately.

Given sufficient sequencing depth, there is a good correlation between allele frequency in a sample and its estimated allele frequency [this study and (14)]. However, counters improve the estimates of input molecules into the iPCR particularly at lower sequencing depths. This improves genotyping accuracy, allows us to assign statistical confidence to variant sites and reduces overall sequencing costs. In addition, the counters improve detection of polymerase or sequencing errors and hence reduce false positive variants. For example, simulations based on sequencing sampling 10 counters from the data show an error rate of 30% when SNP calling using read numbers but using counter numbers instead reduces this error rate to 0%. The reduction of false positive calls is important because previous studies have not been able to distinguish particular classes of variation, such as insertion or deletion polymorphisms, from sequencing errors (14).

Figure 3. Histogram of reads of counters of amplified libraries with different input masses (top to bottom). Y scale has been scaled with the square root so that low numbers of counters are visible.
NGS sample preparation kits from major manufacturers including Illumina, Life Technologies and Roche 454 all require adaptor ligation (2,15,16). Adaptors that include counter sequences can, therefore, be incorporated into existing protocols at no extra cost in time and little extra cost in adaptors. However, counter sequences can potentially increase the cost of sequencing since the counter sequence itself must be read along with the genomic insert. This is an important issue for short read platforms but can be mitigated by additional index, or barcode, sequencing reads (for example, using Illumina’s TruSeq DNA Sample Prep Kits or Life Technologies’ SOLiD System barcodes).

The counter sequence presented here is incorporated in the adaptor sequence and is therefore present in the template for PCR amplification. In an alternative approach, a counter sequence could be incorporated in the 5’ tail of a PCR primer sequence. However, at each PCR cycle new counters would be randomly associated with each newly synthesized molecule, thus obfuscating the number of template molecules. Instead, a two-step PCR reaction, analogous to multiplex PCR (17,18), that consists of limited cycles of priming with a counter containing primer followed by cycles of universal priming could allow accurate counting during PCR.

Figure 4. Allelic bias for random samples using counter numbers (top) and read numbers (bottom). Y-axis shows the number of counters sampled. Points are slightly transparent to show overplotting.

Figure 5. Proportion of samples showing errors (error rate) when called using counter consensus sequences or read numbers alone. X-axis shows the number of counters sampled.
Mulitplex identifiers are commonly designed with error-correcting codes (19). For example, a minimum edit distance of two allows detection of MIDs with a single error. However, the counters described here do not have a minimum edit distance because each base is degenerate. This means that a single polymerase or read error within a DBR can associate a single genomic sequence with different counter sequences, and therefore increase the probability of a false positive allele call. However, this effect can be minimized by careful design of the DBR to remove sequences, such as homopolymers, that are prone to sequencing errors and by discarding DBRs with incorrect base positions (for example, an A at a B position).

Because counters are effective at identifying relative biases, such as allelic bias, they may also prove useful in detecting representational bias of different molecules within a sample. For example, counters could help correct biases caused by GC composition in standard library preparations (1) or copy number variation (20). In addition, a counter attached to molecules by RNA ligation, or first- or second-strand cDNA synthesis (21) could be used to quantify the relative levels of different transcripts or transcript isoforms, such as those derived from alternative splicing (22–24). Further applications include sequencing of heterogeneous populations such as, multiplexed samples (manuscript submitted), viral quasispecies (25), pathogen populations (26), environmental samples (27); and tumour samples where rare sequence variants, present in a subpopulation of cells, must be distinguished from true variants (28).
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