SIFT web server: predicting effects of amino acid substitutions on proteins

Ngak-Leng Sim¹, Prateek Kumar², Jing Hu³, Steven Henikoff⁴, Georg Schneider⁵ and Pauline C. Ng¹,²,*

¹Computational and Systems Biology, Genome Institute of Singapore, ²Genomic Medicine, J. Craig Venter Institute, ³Department of Mathematics and Computer Science, Franklin & Marshall College, ⁴Howard Hughes Medical Institute & Basic Sciences Division, Fred Hutchinson Cancer Research Center and ⁵Biomolecular Function Discovery Division, Bioinformatics Institute of Singapore, Singapore

Received January 30, 2012; Revised May 11, 2012; Accepted May 12, 2012

ABSTRACT

The Sorting Intolerant from Tolerant (SIFT) algorithm predicts the effect of coding variants on protein function. It was first introduced in 2001, with a corresponding website that provides users with predictions on their variants. Since its release, SIFT has become one of the standard tools for characterizing missense variation. We have updated SIFT’s genome-wide prediction tool since our last publication in 2009, and added new features to the insertion/deletion (indel) tool. We also show accuracy metrics on independent data sets. The original developers have hosted the SIFT web server at FHCRC, JCVI and the web server is currently located at BII. The URL is http://sift-dna.org (24 May 2012, date last accessed).

INTRODUCTION

An individual’s genome contains approximately 3.7 million single nucleotide variants (SNVs) which can be identified by whole-genome sequencing (1). The challenge for geneticists is to identify what are the causal variants for the phenotype or disease being studied. The majority of SNVs found in a human are common among the population, but disease-causing variants are typically private or rare, and tend to occur in protein coding regions which constitute only 1% (30 megabases) of the total genome (2,3). Databases like dbSNP (4) and 1000 Genomes (5) are useful for filtering out common variants, but the remaining variants need to be sorted and prioritized to identify those that may potentially affect protein function. Algorithms like SIFT can help in this respect.

Sorting Intolerant from Tolerant (SIFT) is an algorithm that predicts the potential impact of amino acid substitutions on protein function. We have recently extended SIFT to predict on frameshifting indels (6). For amino acid substitutions, SIFT has been used actively in human genetic research (7–9) [e.g. cancer (10,11) Mendelian diseases (12) and infectious diseases (13)]. We emphasize that SIFT’s utility extends beyond research on humans and human disease studies. SIFT has been used to study the effects of missense mutations on agricultural plants (14,15), and model organisms like rats (16,17), canines (18) and Arabidopsis (19). In general, SIFT is useful in cases where research work involves filtering through a plethora of SNVs and indels to identify causal variants.

MATERIALS AND METHODS

The human variation (HumVar) and human divergence (HumDiv) data sets used to assess SIFT’s performance were obtained from UniProtKB (20). Adzhubei et al. (20) compiled the HumDiv deleterious list using mutations annotated to cause Mendelian diseases in humans. They created the HumDiv neutral data set by comparing human proteins to their homologs in closely related mammals, and identifying amino acids that are different. For the HumVar deleterious data set, the authors included any mutation annotated to cause human disease, regardless of whether they are Mendelian in origin or not. The HumVar neutral data set is made up of nonsynonymous polymorphisms not annotated as disease causing. We mapped the HumVar and HumDiv data to Ensembl, RefSeq and UCSC Known ids using the UniProtKB id mapping tool (http://www.uniprot.org/help/uniprotkb).
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Table 1. Number of HumDiv and HumVar data points used to
assess SIFT’s performance

<table>
<thead>
<tr>
<th>Data set</th>
<th>Number of data points</th>
<th>Coverage** (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>From original</td>
<td>Used in SIFT*</td>
<td></td>
</tr>
<tr>
<td>dataset (20)</td>
<td>in evaluating SIFT</td>
<td></td>
</tr>
<tr>
<td>HumDiv neutral</td>
<td>6027</td>
<td>96.0</td>
</tr>
<tr>
<td>HumDiv deleterious</td>
<td>3055</td>
<td>96.5</td>
</tr>
<tr>
<td>HumVar neutral</td>
<td>8638</td>
<td>96.0</td>
</tr>
<tr>
<td>HumVar deleterious</td>
<td>12,982</td>
<td>96.5</td>
</tr>
</tbody>
</table>

*Lookups to the SIFT database required Ensembl, RefSeq and UCSC
**Coverage = (Number with predictions/Number of data points tested)

Not all mutations from the data sets could be mapped.
Hence, the final number of mutations used is less than that
of the original dataset (Table 1). True positives (TP) are
defined as disease-causing mutations correctly predicted to
affect protein function, and false negatives (FN) are those
incorrectly predicted to be tolerated. True negatives (TN)
are neutral variations correctly predicted as tolerated
and false positives (FP) are neutral variations incorrectly
predicted to affect protein function.

The various statistics are computed as follows:

Sensitivity = TP/(TP + FN)
Specificity = TN/(TN + FP)
Accuracy = (TP + TN) / (TP + TN + FP + FN)
Precision = TP / (TP + FP)
Matthews correlation coefficient (MCC) = X / Y

where X = [(TP × TN) – (FP × FN)] and
Y = SQRT[(TP + FP) (TP + FN) (TN + FP) (TN + FN)].

We generated receiver operating characteristic (ROC)
curves for each protein database by computing the SIFT
score for each substitution and categorizing them as
tolerated or deleterious using different threshold values.
For each threshold, the true positive rate (sensitivity)
and false positive rate (1 – specificity) are then computed
and plotted in Figure 1.

RESULTS

Algorithm description

SIFT uses sequence homology to compute the likelihood
that an amino acid substitution will have an adverse effect
on protein function. The underlying assumption is that
evolutionarily conserved regions tend to be less tolerant of
mutations, and hence amino acid substitutions or inser-
tions/deletions in these regions are more likely to affect
function.

The SIFT workflow begins with a query protein that is
searched against a protein database to obtain homologous
protein sequences. Sequences with appropriate sequence
diversity are chosen (21). The chosen sequences are
aligned, and for a particular position, SIFT looks at the
composition of amino acids and computes the score. A
SIFT score is a normalized probability of observing the
new amino acid at that position, and ranges from 0 to 1. A
value of between 0 and 0.05 is predicted to affect protein
function. Details of the algorithm can be found in (21,22).

The field of predicting the functional effects of non-
synonymous variations is long established. PolyPhen
(23) and SIFT are two of the earlier works in this field.
A recent paper lists more than 40 programs that provide
similar functionality (24). Some of these algorithms have
been directly compared to each other (25). At least two
methods, MutPred (26) and nsSNPAnalyzer (27) incorp-
orate the SIFT algorithm into their prediction pipelines,
while BSIFT (28) uses the SIFT algorithm to include pre-
dictions for activating mutations.

SIFT PREDICTION PERFORMANCE

In this section, we assess SIFT’s performance on external
data sets independent of the initial training sets. SIFT was
originally trained and tested on LacI, lysozyme and HIV
protease substitutions (21,22). We assess its performance
on the HumDiv and HumVar data sets, which were
created by the authors of PolyPhen-2 (20). In addition,
we evaluate the effects of using different protein databases
on prediction accuracy. This was motivated by Hicks
et al (29) who reported that prediction accuracy depends on
the number of sequences and the sequence alignment. As
the number of sequences chosen by the SIFT algorithm
depends on the protein database used, we tested five
protein databases (Swiss-Prot, Swiss-Prot with Trembl,
UniRef-50, UniRef-90 and UniRef-100) and measured
the resulting prediction accuracies.

Prediction accuracies were similar among the databases,
but sensitivity and specificity can vary depending on the
protein database used (Figure 1). Based on these results,
we chose to use UniRef90 for our pre-computed SIFT
scores due to its high coverage, high sensitivity and
balanced performance.

Hicks et al. noted that SIFT exhibited low specificity
when tested on 267 amino acid changes located in four
genes (29). We applied our chosen protein database on
these genes and evaluated SIFT’s performance. Table 2
compares the sensitivity and specificity reported by
Hicks et al. against our results. For the 267 variants
tested, sensitivity remains high, while specificity increased
slightly. Similar algorithms (PolyPhen-2, Xvar) also
showed high sensitivity and low specificity in the Hicks
et al. paper (29). Users may prefer high sensitivity
over high specificity so as not to miss true deleterious mu-
tations. Hicks et al. noted that the genes in the test set
can affect the accuracy of prediction algorithms, and this
may be a factor resulting in lower specificity for these
particular four genes. SIFT exhibited higher specificity
on the HumDiv and HumVar data sets (Figure 1).
Performance for prediction algorithms may differ for dif-
ferent data sets.
NEW FEATURES OF THE WEB SERVER

SIFT was one of the first amino acid prediction tools to have a web server (22). We have incorporated various ways to submit inputs to the SIFT web server for predictions (e.g. protein ids, batch protein and protein sequence submissions) (30,31). In this section, we discuss new features that have not been described previously.

Genome-wide database of predictions for nonsynonymous variants

Human genome sequences are being generated at a rapid rate. After read mapping and variant calling, the last step in characterizing a human genome is to annotate possible functional variants. For each protein sequence, SIFT takes approximately 10–20 min to run. A human genome contains approximately 8000–10 000 non synonymous variants (2), which would take a long time to generate SIFT predictions if the entire procedure was executed each time. Therefore, we speed up the process by (i) mutating every coding base in the reference genome to the other three possible DNA bases, (ii) computing the SIFT score for the resulting amino acid changes and (iii) finally storing the amino acid changes and their respective predictions in a database. When a user submits a list of genome variants, a simple lookup returns the predictions. Our most recent database provides predictions for RefSeq, UCSC, CCDS and Ensembl gene annotations. Our current database contains approximately $79 \times 10^6$ unique nonsynonymous variations, out of which nearly $76 \times 10^6$ have prediction scores. The remainder are either (i) nonsense mutations, (ii) short protein sequences which

![Figure 1](https://academic.oup.com/nar/article-abstract/40/W1/W452/1751364/1751364)

**Figure 1.** Performance statistics of SIFT predictions on PolyPhen-2’s (a) HumVar and (b) HumDiv data sets when using various protein databases. ROC curves on the (c) HumVar and (d) HumDiv data sets. Although UniRef-100 shows slightly better performance than UniRef-90, it has lower coverage.

(continued)
could not be processed by SIFT or (iii) positions at the start or end of the protein which may not have enough sequences after the SIFT alignment procedure for prediction.

**Variant annotation**

Variants can be annotated with dbSNP and/or 1000 Genomes. Users can opt to have their queries annotated by dbSNP id with allele frequencies from the HapMap Project (32). We have also added the option to display 1000 Genomes with population allele frequencies (5). We chose to display HapMap and 1000 Genomes allele frequencies because they are derived from known populations of ‘normal’ individuals. dbSNP is known to contain false positives (21), hence allele frequencies can help to verify true variants in the human population. dbSNP incorporates 1000 Genomes data, but their lag time motivated us to incorporate 1000 Genomes separately. We will phase out 1000 Genomes annotation when it has been fully incorporated into dbSNP.

**File format conversion**

The input format for genomic variants into SIFT was established prior to next-generation sequencing. Since then, there are standard formats released by the next-generation sequencing software, and we have added the ability to convert different file formats, including VCF, Pileup and GFF files to the SIFT format. The conversion tool also
Table 2. Comparison of SIFT’s performance on our predictions based on UniRef90 and that reported by Hicks et al.

<table>
<thead>
<tr>
<th>Gene</th>
<th>SIFT sensitivity (%)</th>
<th>SIFT specificity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>As reported by Hicks et al. (29)</td>
<td>Generated using UniRef90 (%)</td>
</tr>
<tr>
<td>MLH1 (60)</td>
<td>72</td>
<td>92</td>
</tr>
<tr>
<td>MSH2 (30)</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>TP53 (144)</td>
<td>84</td>
<td>79</td>
</tr>
<tr>
<td>BRCA1 (53)</td>
<td>94</td>
<td>88</td>
</tr>
<tr>
<td>Overall</td>
<td>83</td>
<td>83</td>
</tr>
</tbody>
</table>

In the first column, numbers in parenthesis refers to the number of amino acid substitutions. Hicks et al. did not report accuracy and precision statistics and these are therefore not compared.

Indel prediction tool

Small indels (insertions/deletions of 20 bp or less) are the second largest class of mutations that lead to Mendelian diseases (33). We provided indel annotation (e.g. whether the indel causes nonsense-mediated decay, the indel’s effect on protein sequence) using VariantClassifier (34). We have also developed SIFT Indel, a prediction method for frameshifting indels as an extension to the SIFT algorithm (6). SIFT Indel was trained on a set of disease-causing frameshifting indels (3) and neutral indels derived from the UCSC pairwise alignments of the human genome with mammalian genomes (35). The tool was based on a decision tree algorithm using four features describing each indel and its influences on the gene product. The algorithm achieved 84% accuracy, with 90% sensitivity and 81% precision using 10-fold cross-validation. We applied SIFT Indel to human frameshifting indels and found that the percentage of frameshifting indels predicted to be deleterious is negatively correlated with allele frequency. This is a similar trend that has been previously seen for nonsynonymous SNPs, but for indels the effect is more severe. The server takes around 10–15 min to make predictions for 1000 indels.

Cloud

The SIFT source code and Linux executables are publicly available. A public image of SIFT is also available on the Amazon cloud so that users can run pre-installed SIFT directly. A step-by-step guide can be found on the website.

COMPARISON TO JCVI WEB SERVER

The current web server supported by the original authors of SIFT can be found at http://sift-dna.org. J. Craig Venter Institute (JCVI), where the original author of SIFT previously worked, maintains a separate SIFT web server that is independent of the one described here. JCVI has released its own versions: SIFT 4.0.3b and JCVI-SIFT 1.0.2. Users who utilize either of the web servers should understand that the performance of the tools may differ as they are managed by different groups.

We assessed the SIFT 4.0.3b August 2011 database and our November 2011 database. Although scores are not identical, similar accuracies are observed (Supplemental Figure S1). This is expected because different protein databases (e.g. Swiss-Prot, UniRef) were used to compute SIFT scores. This creates minor differences in scores but does not have a discernible impact on prediction performance, as shown in Figure 1.

The two databases differ in coverage. In our most recent release, we calculated predictions for RefSeq, CCDS and UCSC Known genes in addition to Ensembl gene annotations. Therefore, we have 1.95 million more missense predictions than the JCVI August 2011 database which uses Ensembl only (Supplemental Figure S2). In addition, the JCVI database is currently missing scores for chromosome Y (Supplemental Figure S2). More comparison details are described at sift-dna.org.

DISCUSSION

The SIFT web server (http://sift-dna.org) offers tools to predict the effects of nonsynonymous single nucleotide variants (nsSNVs) and frameshifting indels on protein function. In addition, a standalone version of the software can be downloaded or accessed through Amazon cloud. SIFT is useful for researchers who are interested in investigating the effects of mutations on protein functions.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online: Supplementary Figures 1–2.
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