Histone dosage regulates DNA damage sensitivity in a checkpoint-independent manner by the homologous recombination pathway
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ABSTRACT
In eukaryotes, multiple genes encode histone proteins that package genomic deoxyribonucleic acid (DNA) and regulate its accessibility. Because of their positive charge, ‘free’ (non-chromatin associated) histones can bind non-specifically to the negatively charged DNA and affect its metabolism, including DNA repair. We have investigated the effect of altering histone dosage on DNA repair in budding yeast. An increase in histone gene dosage resulted in enhanced DNA damage sensitivity, whereas deletion of a H3–H4 gene pair resulted in reduced levels of free H3 and H4 concomitant with resistance to DNA damaging agents, even in mutants defective in the DNA damage checkpoint. Studies involving the repair of a HO endonuclease-mediated DNA double-strand break (DSB) at the MAT locus show enhanced repair efficiency by the homologous recombination (HR) pathway on a reduction in histone dosage. Cells with reduced histone dosage experience greater histone loss around a DSB, whereas the recruitment of HR factors is concomitantly enhanced. Further, free histones compete with the HR machinery for binding to DNA and associate with certain HR factors, potentially interfering with HR-mediated repair. Our findings may have important implications for DNA repair, genomic stability, carcinogenesis and aging in human cells that have dozens of histone genes.

INTRODUCTION
Histones are essential eukaryotic proteins encoded by multiple genes (1,2). They help to package the lengthy genomic deoxyribonucleic acid (DNA) into the relatively small nucleus, thereby regulating DNA accessibility. However, as histones are positively charged, when present in excess they can bind non-specifically to negatively charged DNA and affect all aspects of DNA metabolism, including DNA repair (3–5). Not surprisingly, the accumulation of excess histones is harmful for the cells, resulting in genomic instability and enhanced sensitivity of the budding yeast Saccharomyces cerevisiae to DNA damaging agents (4,6). All eukaryotes carry multiple genes encoding each core histone protein, ranging from two genes for each core histone in the budding yeast to several hundred in other popular model systems such as Drosophila and Xenopus (2). Each diploid human cell has 28 copies of histone H4 gene alone that encode identical H4 proteins (7). Of the multiple genes encoding each histone protein in eukaryotes, some are non-allelic variants that may have specialized functions (1,2). However, the rationale behind the existence of multiple genes encoding the same histone protein is unclear. As histones are essential for viability, one possibility is that the multiple histone genes simply serve as a backup in case of inactivating mutations in one or more genes. However, this is unlikely as the majority of genes essential for viability in eukaryotes do not have multiple gene copies to serve as backup. A second possibility is that multiple histone genes may be required to synthesize the enormous quantities of histones that are required for chromatin assembly during DNA replication. However, several studies over the past two decades suggest that the full complement of the multitude of histone genes is not required for maintaining cell viability in several species, including the budding yeast (8,9), fission yeast (10), fruit fly (11), chicken (12–14) and mice (15–18). Further, in several cases, the levels of chromatin associated histones or the gross chromatin structure appeared to be unaffected on histone gene deletions, although it is possible that subtle alterations in the fine structure of chromatin do occur and may be exacerbated when combined with other mutations, as exemplified in the budding yeast where histone gene deletions exhibit...
numerous genetic interactions (19,20), several of which would be indicative of an underlying chromatin structure defect. On the other hand, a potential problem that may arise with the presence of multiple copies of histone genes being driven by very strong promoters is that more histones may end up being synthesized than what is required for chromatin assembly and maintenance (5).

To protect the cells from the deleterious effects of excess histone accumulation, histone levels are tightly regulated transcriptionally (21,22), posttranscriptionally (23–25), translationally (26,27) and posttranslationally (3,4). These mechanisms ensure a tight coupling between the levels of DNA and histone synthesis and downregulate histones in response to replication arrest or DNA damage during S-phase (3–5,22,28,29).

To preserve genomic integrity, cells have evolved a number of highly efficient DNA surveillance and repair mechanisms to detect and repair DNA damage caused by both external and endogenous genotoxic agents. Defects in these mechanisms increase the incidence of mutations and genome instability, which are implicated in oncogenesis (30). Upon DNA damage or replication stress, checkpoint responses arrest the cell cycle to provide additional time for efficient repair (31). In the budding yeast, two essential protein kinases, Mec1 and Rad53, play multiple roles in the DNA damage and replication arrest response (32). DNA damage in the budding yeast leads to the Mec1/Tel1 dependent hyperphosphorylation of Rad53 and a dramatic increase in its kinase activity (33). Activation of Rad53 triggers a phosphorylation-mediated cascade of events that bring about all the known responses to DNA damage. Mec1 and Rad53 are also required to prevent both spontaneous and DNA damage-induced collapse of replication forks (34,35) and block the firing of late origins in response to DNA damage in early S-phase (36). As a result, DNA damage leads to an abrupt decrease in DNA synthesis (37). Hence, it is not surprising that both mec1 and rad53 mutants are exquisitely sensitive to DNA damaging agents and strong genetic suppressors of their DNA damage sensitivity are not known.

The role of posttranslational histone modifications in DNA repair has been intensively studied for over a decade (38–42). However, the contribution of histone proteins themselves in regulating DNA repair has only been investigated sporadically over the past few years. The budding yeast linker histone Hho1 was reported to increase the DNA damage sensitivity by suppressing homologous recombination (HR) in a manner dependent on its DNA-binding activity, though the exact mechanism by which Hho1 affects HR is unclear (43). Despite significant differences between the yeast and vertebrate linker histone proteins, murine embryonic stem cells with reduced histone H1 levels were also reported to be resistant to DNA damaging agents, although the DNA repair pathways mediating these effects were not evaluated (44). Using a tetracycline regulated histone H4 gene, it was reported that a reduction in the level of histone H4 results in replication fork collapse, elevated recombination and genomic instability in budding yeast cells (45,46).

However, the relevance of these findings to wild-type cells is complicated by the fact that the substantial depletion of histones in these studies resulted in pleiotropic effects on cell physiology including chromatin structure alterations, slow growth, spontaneous replication fork collapse and DNA damage. In fact, the results obtained on the depletion of histone H4 in yeast cells are very reminiscent of the spontaneous DNA damage and S-phase arrest observed in human cells on inhibition of chromatin assembly (47). Nevertheless, given the high degree of conservation of chromatin and DNA repair pathways in all eukaryotes, overall these studies suggest that any effect of histones on DNA damage and repair pathways may also be similarly conserved among all eukaryotes. In recent years, we have uncovered a novel role for the budding yeast checkpoint kinase Rad53 in histone metabolism (3,4). Rad53, but not Mec1, is required for degradation of excess histones that are not packaged into chromatin. As a consequence, rad53 mutants accumulate abnormally high amounts of soluble histones and are sensitive to histone overexpression. The DNA damage sensitivity, slow growth and chromosome loss phenotypes of rad53 mutants can be significantly suppressed by disrupting one of the two loci encoding histones H3/H4, arguing that these phenotypes are partly due to the presence of excess histones. Taken together, these data strongly suggest that there may be an intimate connection between DNA damage sensitivity, DNA repair processes and histone dosage.

In this study, we have investigated the mechanism by which changes in core histone gene dosage affect the DNA damage sensitivity of budding yeast cells. We discovered that a reduction in histone H3 and H4 gene dosage results in substantial resistance to all common DNA damaging agents tested. This appears to be largely due to an increase in the efficiency of repair by the HR pathway (48) on a reduction in histone gene dosage, whereas non-homologous end joining (NHEJ) remains unaffected. Further, the observed effects on DNA damage sensitivity on changes in histone gene dosage are not associated with global changes in the expression of DNA repair genes, alterations in the gross chromatin structure or the DNA damage checkpoint. In fact, we found that a reduction in histone H3 and H4 gene dosage results in a specific reduction in the free pool of histones, whereas the levels of histones associated with chromatin remained unaffected. Using the galactose-inducible HO endonuclease-mediated double-strand break (DSB) formation and repair system (GAL-HO system) (49,50) in budding yeast strains with intact silent mating type loci, we found that cells with reduced histone gene dosage experience greater histone loss around the lesion, whereas the recruitment of several key repair and HR factors to the lesion was concomitantly enhanced. Additionally, free histones were found to associate with several factors involved in HR. On the basis of these data, we propose that excess histones interfere with the HR machinery and prevent it from accessing DNA lesions, thus reducing the efficiency of repair by HR. As such, even a moderate reduction in histone dosage enhances the efficiency of DNA repair and makes...
cells more resistant to DNA damaging agents. Further, although the reasons behind the existence of multiple histone genes in eukaryotes are unclear, our results suggest the possibility that they may be required to generate high levels of histones to potentially suppress HR, thereby protecting cells against the deleterious effects of excessive recombination (51), particularly during S-phase. Overall, our findings may have major implications for DNA repair, genomic stability and carcinogenesis in human cells that have dozens of histone genes (7).

MATERIALS AND METHODS

Yeast strains, plasmids and media

The yeast strains used are listed in Supplementary Table S2. Standard techniques for growing and transforming yeast were used (52). Plasmids used for histone H3 overexpression have been described in detail elsewhere (3,4). For the galactose-induced expression of HO endonuclease, cells were routinely grown in minimal media supplemented with ‘yeast synthetic drop-out medium supplement’ (Sigma) containing 2% raffinose before the addition of 2% galactose. Galactose inducible genes were repressed by addition of 2% glucose. α-factor was used at a concentration of 5 μg/ml for 1.5–2 h to arrest cells in G1. The hht1-hhf1Δ and hht2-hhf2Δ gene pairs were deleted from various strains using a polymerase chain reaction (PCR)-based HR-dependent strategy described previously (53). Similar plasmid construct-based HR strategies were used to generate the strains carrying a 3XFLAG epitope (consisting of the artificial peptide sequence DYKDDDDK) on the 3’-end of the chromosomal ASP1 gene (3), as well as for the FLAG epitope tagging of the MRE11 gene. Strains carrying NAP1 expression vectors (54) were generated by transforming the cells either with the low-copy plasmid pRS316-FLAG-yNap1 (for Nap1 IP experiment in Figure 2d) or with the high-copy number plasmid pYES2-Nap1 (for the genetic analysis shown in Supplementary Figure S5). The tandem affinity purification (TAP)-tagged strains were obtained commercially (Open Biosystems).

Immunoprecipitations and western blotting

For routine immunoprecipitation (IP) of tagged proteins, exponentially growing cells were harvested from 1 liter cultures at ~2.5 × 10⁶ cells/ml. For the IP of Asf1-FLAG and Nap1-FLAG (Figure 2b–d), as well as Rad52-TAP (Figure 7d and e) from S-phase cells, the cell cultures were first arrested in G1 by treating with α-factor for 90 min and then released for 40 min in fresh media lacking α-factor to allow them to progress to mid S-phase. Cells were harvested and processed essentially as described previously (3,4,55). Briefly, whole-cell extracts (WCEs) were prepared for IP by grinding cells in liquid nitrogen in a SPEX CertiPrep 6850 Freezer Mill in 20 ml lysis buffer (per liter of yeast culture) containing protease, phosphatase, deacetylase and proteasome inhibitors (20 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid [HEPES]–KOH pH 7.5, 110 mM potassium acetate, 10% glycerol, 0.1% Tween-20, 1 mM sodium vanadate, 50 mM sodium fluoride, 50 mM sodium β-glycerophosphate, 10 mM sodium butyrate, 10 mM 2-mercaptoethanol, 2X Roche protease inhibitor cocktail and 10 μM MG-132 proteasome inhibitor). Following clarification of the extracts by centrifugation at 18 000g for 20 min at 4°C to remove insoluble material and precipitate chromatin fragments, soluble extracts from equal amounts of cells were incubated overnight at 4°C with FLAG M2 antibody resin (Sigma) or IgG sepharose (Amersham Biosciences) to IP proteins tagged with the FLAG and TAP epitopes, respectively. The immunoprecipitated (IPed) material was resolved on a pre-cast 4–12% polyacrylamide gradient gel (BioRad) and processed for western blotting as described previously using specific antibodies to detect the presence of FLAG (M2 from Sigma) or TAP (TAP from Open Biosystems) tagged IPed and co-immunoprecipitated (co-IPed) proteins. The H3-C and the polyclonal H4 antibodies used to detect histone H3 and H4, respectively, have been described previously (3,4). The affinity purified antibody used to specifically detect H3 K56 Ac has also been described previously (56). Antibodies used to detect histone H2A were obtained commercially (Millipore).

Plasmid recircularization assay for NHEJ efficiency

The plasmid recircularization assay to study NHEJ was carried out as described previously (39). In this assay, a plasmid containing Kan’ marker is first digested using the restriction endonuclease HindIII in the middle of the marker to mimic a DSB. Then 0.2 μg of the digested (linearized) or undigested (supercoiled) plasmid was transfected into 3 × 10⁷ cells from each strain, and the transformants were selected on G418 plates. The Kan’ marker encodes resistance to the antibiotic G418 and lacks any significant homology within the budding yeast genome, so the Hind III generated DSB can only be repaired by NHEJ. Only those cells that have successfully repaired the linearized plasmid and generated a functional Kan’ gene will survive on media containing G418. NHEJ repair efficiency was calculated by comparing the number of colonies formed by strains transformed with the digested plasmid versus undigested plasmid.

Chromatin immunoprecipitation

Cells were grown overnight to reach a concentration 1–2 × 10⁷ cell/ml in YP-Raffinose media. Galactose (2%) was added to the culture at the 0’ time point, and then 10 ml aliquots of the cultures were collected every 30 min and fixed with 1% formaldehyde for 15 min. Fixed cells were disrupted using glass beads in FA-lysis buffer (50 mM HEPES–KOH pH 7.5, 140 mM NaCl, 1 mM ethylenediaminetetraacetic acid [EDTA], 1% Triton X-100, 0.1% sodium deoxycholate, 1 mM phenylmethylsulfonyl fluoride (PMSF), 1 μg/ml leupeptin and 1 μg/ml pepstatin), and cell lysate was sonicated on ice to shear the chromatin into 300–1000 bp fragments. Equal amounts of WCE were incubated at 4°C for 1.5 h with 20 μl of IgG-coupled sepharose beads (GE healthcare) to immunoprecipitate TAP-tagged proteins or histone H4
antibody-bound protein-A beads to pull down histone H4. The beads were washed sequentially with 2 ml FA-lysis buffer, FA-500 (50 mM HEPES-KOH pH 7.5, 500 mM NaCl, 1 mM EDTA, 1% Triton X-100 and 0.1% sodium deoxycholate), LiCl wash solution (10 mM Tris-HCl pH 8, 250 mM lithium chloride, 1 mM EDTA, 0.5% Nonidet P40 and 0.5% sodium deoxycholate) and TES (10 mM Tris–HCl pH 7.5, 1 mM EDTA and 100 mM NaCl). IPed material was eluted twice by incubating the beads in 100 μl elution buffer (100 mM Tris–HCl pH 7.8, 400 mM NaCl, 10 mM EDTA and 1% sodium dodecyl sulphate) for 10 min at 37°C. To degrade proteins and reverse crosslinks, samples were first incubated with proteinase K (20 μg) for 1 h at 42°C and then overnight at 65°C. The IPed DNA was purified by phenol–chloroform extraction and then quantitated by real-time PCR (Applied Biosystems) using primers and fluorescently labeled probes (TaqMan) to specifically amplify sequences near the HO cleavage site (70 bp downstream) at the MATa locus. The ACT1 locus was also assayed to serve as internal control. Real-time PCR reactions were performed in triplicate for each DNA sample, and the data from three independent experiments were averaged.

RESULTS

Histone gene dosage has a major influence on the sensitivity of budding yeast cells to DNA damaging agents

The budding yeast has two copies of each core histone gene (Figure 1a), and only one copy is required for survival (21). Of the two gene pairs (HHT1-HHF1 and HHT2-HHF2) encoding histone H3 and H4, the second gene pair HHT2-HHF2 contributes 6–8 times more histone messenger ribonucleic acid (mRNA) during S-phase than the first gene pair HHT1-HHF1 (57). However, any one of the two H3–H4 gene pairs is sufficient for viability, despite the lack of dosage compensation by the remaining gene pair. These characteristics of the budding yeast histone H3 and H4 genes make it an ideal system to study the relevance of multiple genes encoding the same histone protein in eukaryotes. We have previously reported that histone overexpression increases the DNA damage sensitivity of the checkpoint mutant rad53 (that is also defective in degrading excess histones), whereas a reduction in histone gene dosage results in resistance to DNA damaging agents (3,4). However, any potential influence of histone dosage on DNA repair in wild-type cells has not been evaluated previously. Hence,

---

**Figure 1.** Histone gene dosage influences DNA damage sensitivity of wild type and DNA damage checkpoint deficient yeast strains. (a) Organization of histone H3 and H4 genes in the budding yeast. The paired histone genes are transcribed divergently from a common promoter. Regulatory elements in the promoter are indicated. uas, upstream activating sequence; neg, negative element; tata, TATA box; HHT, histone H3 gene; HHF, histone H4 gene. The relative levels of total histone mRNA for H3 and H4 contributed by each gene pair is indicated. (b) Overexpression of histone H3 increases DNA damage sensitivity of yeast strains. Indicated strains transformed with either a vector encoding galactose-inducible histone H3 (pYES2-HTH-HHT2) (3), or the empty vector (pYES2-HTH) was plated in 10-fold serial dilutions on glucose or galactose media with or without Bleocin. The plates were incubated for 4 days at 30°C before being photographed. (c) Deletion of one of the hht2-hhf2 histone gene pair encoding histone H3 and H4 decreases DNA damage sensitivity of yeast strains. Tenfold serial dilutions of exponentially growing yeast strains of the indicated genotypes were plated and treated with the indicated amounts of various DNA damaging agents. UV, ultraviolet; HU, hydroxyurea; MMS, methyl methane sulphonate. The plates were incubated for 4 days at 30°C before being photographed.
we first assayed the effect of histone overexpression on the DNA damage sensitivity of wild-type W303 and isogenic DNA damage checkpoint mutant yeast strains as controls (Figure 1b). Consistent with our previous findings (3,4), rad53 mutants were extremely sensitive to the strand-break reagent Bleocin (58), particularly in the presence of histone overexpression. Even the wild-type cells were more sensitive to DNA damage in the presence of histone overexpression, suggesting that excess histones can presumably block efficient DNA repair in wild-type cells as well. Although we have presented data for histone H3 overexpression only over here, we have previously demonstrated that this provides an excellent phenocopy of co-overexpression of histone gene pairs (4,59). As histone overexpression resulted in an increase in the DNA damage sensitivity of all strains tested, we wondered if a reduction in histone gene dosage could reduce DNA damage sensitivity of yeast strains. To test this idea, we next examined the effect of deletion of the hht2-hhf2 gene pair on the DNA damage sensitivity of wild type and the rad53 and mec1 DNA damage checkpoint mutant strains to a variety of common DNA damaging agents (Figure 1c). Compared with the wild-type strain, there is only 14–20% histone H3–H4 mRNA in the strains carrying hht2-hhf2 deletions (57). Mec1 is the homolog of the essential human checkpoint kinase ATR (Ataxia Telangiectasia and Rad3 related) and regulates all aspects of the DNA damage response (DDR) in budding yeast (32). Surprisingly, deletion of the hht2-hhf2 gene pair resulted in a substantial decrease in the sensitivity of not just the rad53 mutant strains that accumulate excess histones but mec1 mutant strains as well that do not accumulate excess histones (3,4). In fact, the mec1 mutant carrying the hht2-hhf2 deletion...
was as resistant as the wild-type W303 cells to DNA damage with significantly high amounts of Bleoicin (Figure 1c). Such a dramatic suppression of the DNA damage sensitivity of DNA checkpoint mutants such as mec1 toward a variety of different DNA damaging agents is unprecedented and highlights the enormous influence that histone levels can have on DNA damage sensitivity. Similar to the response of cells lacking the linker histone HHO1 to methylmethane sulfonate (MMS) (43), cells carrying the hht2-hhf2 deletion were more resistant to DNA damaging agents than their wild-type counterparts with the full complement of histone genes, and this effect was more prominent at higher doses of the damaging agent (Figure 1c, compare the sensitivity to 200 mM hydroxyurea [HU] and 0.0125% MMS). These results imply that histone gene dosage is a major influence on the DNA damage sensitivity of budding yeast cells and even normal wild-type levels of histones can potentially interfere with efficient repair.

Changes in histone gene dosage have little effect on the bulk chromatin structure or global gene expression but significantly reduce free histone pools

We next sought to understand the mechanism/s by which histone gene dosage may influence the DNA damage sensitivity of yeast cells. Because we have recently published the effects of histone overexpression on yeast cells in extensive detail (59), we will focus mainly on the effects of histone gene deletion on yeast cells for the rest of the article. As histones are a key component of the chromatin, it is reasonable to hypothesize that an alteration of histone gene dosage may change chromatin structure. To determine whether global chromatin structure is altered in strains carrying histone gene deletions, we performed micrococal nuclease (MNSae) digestion analysis of chromatin from wild-type and hht2-hhf2 deletion strains (Supplementary Figure S1). Consistent with previous reports (8,60), MNSae digestion patterns were identical between wild-type and hht2-hhf2A strains, suggesting that the bulk chromatin structure is not altered on histone gene deletion. However, this does not rule out fine structural changes in the chromatin of the hht2-hhf2A strain, which are in fact known to occur on histone H3 overexpression that does not alter the bulk chromatin structure either (59). Chromatin structure is generally considered as a barrier to gene expression by inhibiting the binding and function of the transcriptional machinery (61). We have recently reported changes in the fine structure of chromatin and in the expression patterns of ~4% of the budding yeast transcriptome on an increase in histone dosage (59). Thus, another possible effect of a reduction in histone gene dosage could be changes in the expression of genes (60), especially those genes known to be involved in DDR (62). We investigated this possibility using microarray-based genome wide gene expression analysis (63). Compared with the wild-type cells, the expression of ~50 genes was significantly affected (expression changes of more than 2-fold) in the hht2-hhf2 deletion strain (Supplementary Figure S2 and Supplementary Table S1), none of which are known to be involved in the DDR (62). These results suggest that yeast cells can form a largely intact and functional chromatin structure even in hht2-hhf2A strains that lack the main supplier of the histone H3/H4 mRNAs. This is not surprising given that yeast cells normally appear to produce more histone proteins than is necessary for packaging their genome into chromatin (5).

Cells typically have very small pools of free histones that are extremely hard to detect in a vast background of chromatin associated histones, but they accumulate to higher levels on replication arrest (64). Free histone pools constitute only ~1% of the total histones in human cells (65) but appear to play important roles in cellular physiology (66). Our experience suggests that free histone levels in the budding yeast cells are similar or slightly lower than in human cells. The absence of chromatin structure changes in the budding yeast cells lacking the hht2-hhf2 (Supplementary Figure S1) suggests that these cells produce sufficient quantities of histones. We verified this directly by measuring the total levels of histone H3 in cells carrying hht1-hhf1 or hht2-hhf2 deletions. We did not detect any differences in the total amount of histone H3 (which is primarily a measure of chromatin bound histones) in these strains compared with the wild-type strain (Figure 2a). Next, we also measured the free pools of histones in the wild-type and hht2-hhf2 deletion strains by quantitating the histones associated with the H3–H4-specific histone chaperone Asf1 (3,4,55). In cells synchronized in S-phase (when histone genes are expressed), we observed a significant reduction in the levels of histones H3 and H4 associated with FLAG-tagged Asf1 in the hht2-hhf2A strain (Figure 2b and c), suggesting that free histone pools are reduced in this strain. To further confirm that the histones associated with Asf1 are indeed free histones, we measured the levels of acetylated lysine 56 on histone H3 (H3 K56Ac) bound to Asf1 and found its levels to mirror those of histone H3 itself. As the H3 K56Ac mark is present only on newly synthesized histone H3 and is rapidly removed following its deposition on chromatin (56), we conclude that the histones associated with Asf1 represent newly synthesized histones. We further confirmed these findings by measuring histones associated with another histone chaperone, Nap1, which binds all four core histones (67). Once again, the levels of histone H3 and H4 associated with Nap1-FLAG were specifically reduced on the deletion of hht2-hhf2, whereas the levels of H2B were unaffected (Figure 2d). Hence, overall we conclude that free histone H3 and H4 pools are considerably reduced in the hht2-hhf2A strain and could have a significant effect on cell physiology.

The DNA damage checkpoint is efficiently activated in cells with reduced histone dosage

The observed effect of a reduction in histone gene dosage on the DNA damage sensitivity of yeast cells (Figure 1c) could potentially be due to differences in the DNA damage checkpoint activation. Hence, we also investigated whether there were any differences in DNA damage checkpoint activation between wild-type and hht2-hhf2A strains. First, we used pulsed field gel
electrophoresis (68) to visualize the presence of ongoing chromosome replication in HU-treated cells (Supplementary Figure S3), which revealed that both wild-type and the hht2-hhf2 deletion strains have intact intra-S phase checkpoint. Then we used flow cytometry to follow the cell cycle progression in the presence of MMS, which showed a clear DNA damage checkpoint-mediated arrest in both wild-type and the hht2-hhf2 deletion strains (Supplementary Figure S4). Hence, we were unable to detect any significant differences in the activation of the DNA damage cell cycle checkpoints or in the rate of S-phase progression between wild-type and hht2-hhf2Δ using these assays.

Reduction in histone gene dosage enhances survival of yeast cells following a DNA DSB

Because a reduction in histone gene dosage results in resistance to a variety of DNA damaging agents that cause different kinds of DNA lesions and are often repaired by different repair pathways (Figure 1c), we next turned our attention to potential DNA repair pathway/s that may be used in common for the repair of a variety of different DNA lesions. Several different kinds of DNA lesions may be processed by different repair machineries to ultimately generate DSBS (69) that can be repaired by the two competing pathways of HR or NHEJ (48,70). A DSB is perhaps the most harmful kind of DNA damage that a cell could incur as this event could potentially lead to loss of the entire chromosome arm. In fact, even a single unrepaired DSB can cause lethality (71). An in vivo model system has been developed in budding yeast cells using galactose inducible-HO endonuclease (GAL-HO) expression (49,50,72,73) for the study of DSB repair. In this system, a single DSB at the naturally occurring HO cleavage site in the mating type (MAT) locus on chromosome III can be created on GAL-HO expression in budding yeast cells lacking a functional endogenous HO gene. This DSB at the MAT locus is predominantly repaired by the multi-step and multi-factorial process of HR (48), where the broken ends are first resected in a 5′–3′ direction, giving rise to 3′ overhangs with single-stranded DNA (74). Then, one of the two silent mating loci (HMLα and HMRα) adjacent to the MAT locus is used as a donor template and copied by new DNA synthesis to accurately repair the DSB at the MAT locus (48). NHEJ involves the simple ligation of the broken ends and normally repairs the DSB at MAT locus at a much lower frequency than HR in the presence of the silent mating loci but becomes the only way to repair the DSB at MAT locus when the silent mating type loci are deleted.

Next we decided to test whether DSB repair was indeed affected on deletion of the hht2-hhf2 gene pair by inducing a single defined DSB in the yeast genome using GAL-HO. For this, we first stably integrated the GAL-HO construct at the ADE3 locus in wild-type, hht1-hhf1Δ and hht2-hhf2Δ strains with intact silent mating type loci. Fivefold serial dilutions of these strains were plated on glucose or galactose containing plates. Compared with wild type, the hht2-hhf2Δ strain showed dramatic improvement of viability on galactose containing plates, whereas hht1-hhf1Δ strain appeared to exhibit a small but reproducible improvement in survival on galactose media (Figure 3a). This result was confirmed by a viability assay to quantify the ratio of viable colonies formed on galactose versus glucose plates, which revealed that the survival of the hht2-hhf2Δ strain following the GAL-HO-mediated DSB at the MAT locus was ~5000-fold better than the wild-type strain (Figure 3b). Using the same assay, yeast cells lacking the Hho1 linker histone have been reported to have a ~2-fold better survival on GAL-HO induction compared with wild-type cells (43). The difference in the magnitude of the effects of hho1Δ and hht2-hhf2Δ in terms of surviving GAL-HO expression is likely to be a reflection of the much stronger affinity of core histones for DNA compared with linker histones. The effect on viability of the hht1-hhf1Δ and hht2-hhf2Δ strains following GAL-HO cleavage mirrors the relative transcriptional output of the HHT1-HHFI and HHT2-HHFI gene pairs. As the HHT2-HHFI gene pair contributes 80–86% of the histone H3–H4 mRNAs in the cell (57), it strongly argues that the observed effect of the hht2-hhf2Δ strain on viability in response to the GAL-HO break is due to the differences in endogenous histone levels in the cells carrying histone gene deletions. These results also predict that overexpression of histone chaperones such as Nap1 (67) to sequester these excess endogenous histones should improve viability of cells following a DSB. Consistent with this idea, we find that Nap1 overexpression enhances the survival of wild-type cells following a GAL-HO-mediated DSB at the MAT locus (Supplementary Figure S5). Although the magnitude of the Nap1 effect was not as spectacular as the effect of hht2-hhf2 deletion on the survival of a DSB, it is possible that overexpression of different or multiple histone chaperones known in the budding yeast may be required to observe the full potential effect of histone chaperone overexpression on the survival of a DSB.

It is possible that the dramatic differences between wild-type and hht2-hhf2Δ cells in surviving the GAL-HO-mediated DSB is due to differences in the cleavage efficiency of HO at the MAT locus in these strains. To exclude this possibility, we directly assayed the cleavage efficiency at the MAT locus in these two strains at various time points following the addition of galactose by southern blotting using a probe specific to a region adjacent to the HO cleavage site as described previously (72). As judged by the appearance of the cleaved MATa product in both the strains with similar kinetics following galactose addition, we conclude that there is no significant difference between the rate and extent of HO cleavage in wild-type and hht2-hhf2Δ strains (Supplementary Figure S6).

Another potential reason for the dramatic increase in the survival of the hht2-hhf2Δ strain carrying the GAL-HO construct on galactose media compared with wild-type cells could be that this strain mutates the HO cleavage site at the MAT locus making it refractory to further cleavage. We investigated this directly by sequencing the HO cleavage site in 17 colonies of the hht2-hhf2Δ strain isolated from galactose plates and found that they all had identical wild-type HO cleavage.
Further, the hht2-hhf2Δ strain did not show any increase in mutation frequency compared with wild-type cells as assayed by the reversion rates of the ade2-1 mutation in these strains. Hence, all our results are consistent with the hht2-hhf2Δ strain repairing the GAL-HO-mediated DSB at the MAT locus with high fidelity and efficiency.

Reduction in histone gene dosage enhances survival of budding yeast cells following an induced DSB in a checkpoint-independent manner

Lethality due to the GAL-HO-mediated DSB in the continuous presence of galactose has been linked to the persistent activation of the DNA damage checkpoint, resulting in the prolonged arrest of the cells in G2/M (75–77). However, we did not find any differences in checkpoint activation between the wild-type and hht2-hhf2Δ strains (Supplementary Figures S3 and S4). Consistent with these results, the rad53 deletion strain that is defective in the DNA damage checkpoint also showed much better survival of GAL-HO-mediated DSB on the deletion of hht2-hhf2 (Figure 3c). Because of the much milder effect of the hht1-hhf1 deletion on the DNA damage sensitivity compared with the dramatic effects observed on hht2-hhf2 deletion (Figure 3a–c), we decided to focus mainly on the hht2-hhf2Δ strains for the rest of our studies. We obtained similar results for the mec1 deletion strain that lacks a functional DNA damage checkpoint but nevertheless exhibited a remarkably improved survival of the GAL-HO-mediated DSB on the deletion of hht2-hhf2 (Figure 3d). These data strongly argue that the better survival of yeast strains carrying the GAL-HO construct on galactose media is independent of a functional DNA damage checkpoint.

Improved survival of strains carrying a reduced histone dosage following DSB induction depends on HR and not on NHEJ

The HO-mediated DSB at the MAT locus is predominantly repaired by the HR pathway in the presence of the homologous donor sequences, but NHEJ may also play a role (48–50, 72, 73). Hence, we next tested whether the improved survival of strains lacking hht2-hhf2 to a
The recombination-mediated repair of a HO-mediated DSB at the MAT locus is a highly specialized, site-specific and natural event in the budding yeast life cycle, and the results obtained in Figure 3a and b may not be generally applicable to all HR-mediated events occurring in yeast cells (73). To ascertain whether the observed effect of hht2-ff2 deletion on the repair of a DSB at the MAT locus was applicable to HR at other sites in the yeast
genome, we next investigated the effect of hht2-hhf2 deletion on HR between direct repeats using the previously described LU system (Figure 5a) (78). Using the LU system integrated at the HIS3 locus, we found that spontaneous HR between direct repeats is significantly elevated in the hht2-hhf2 deletion strain (Figure 5b), and nearly identical results were obtained with the LU system maintained on a plasmid or a linear mini-chromosome. Hence, we conclude that a reduction in histone gene dosage results in a general increase in HR and may explain the lower sensitivity of hht2-hhf2 deletion strains to multiple DNA damaging agents.

**Histones compete with HR factors for binding to damaged DNA**

Both HR and NHEJ pathways require that a number of repair factors have direct access to the DNA at the site of the lesion (48). As the major DNA-binding proteins in eukaryotic cells are histones, accessibility to the DSB would be nearly guaranteed if the region around the lesion was largely histone free during DNA repair (79). This is indeed the case during repair of the HO-mediated DSB at the MAT locus from which histones are displaced presumably due to the actions of chromatin remodeling factors (80,81). However, if excess free histones are present in the vicinity of the DNA lesion, they can potentially compete with repair proteins for binding to DNA repair sites, thereby inhibiting or slowing down the repair process. The converse of this scenario is also possible, such that if free histone levels are low, the repair factors will not have to compete with these histones for binding to the DNA at the site of the lesion and thus carry out the repair more efficiently. To test whether this is true in vivo, we introduced the hht2-hhf2 deletion and the GAL-HO construct in commercially obtained strains carrying TAP-tagged HR factors (Rad51, Rad52 and Rfa1, the largest subunit of the replication protein A [RPA]) and the NHEJ factor Ku80. The association of the TAP-tagged proteins and histone H4 with the DNA in the vicinity of the DSB at the MAT locus on cleavage by the HO endonuclease was assayed using chromatin immunoprecipitation (ChIP) as described previously (82). The DNA co-IPed by the HR, NHEJ or histone H4 was quantitated by quantitative real-time PCR (83) using fluorescently labeled primers to specifically amplify sequences adjacent to the HO cutting site in the MATa locus. ChIP experiments that have been carried out on the MAT locus in the context of DSB repair so far have largely used strains lacking the HMRa and HMLa donor sequences that are incapable of repairing the HO break by HR, which is likely to result in the accumulation of long stretches of single-stranded DNA in the continuous presence of galactose (41,42,80,84). Our experiments have been carried out using strains that are more physiologically relevant for the study of HR as they have intact HMRa and HMLa sequences that allow high efficiency repair of the HO break by HR. Using these strains, we consistently observed a greater enrichment of the HR factors Rad51 (Figure 6a), Rad52 (Figure 6b) and RPA (Supplementary Figure S7) at the HO-mediated DSB in the MAT locus, particularly at the later time points. This result is consistent with the idea that a reduced histone dosage facilitates HR by increasing the probability of the association of the HR repair factors with DNA in the vicinity of the DSB. In contrast, no significant differences were observed in the recruitment of the NHEJ factor Ku80 between wild-type and hht2-hhf2 Δ strains (Figure 6c), consistent with our finding that NHEJ is not affected by a reduction in histone dosage. Moreover, we also consistently observed a greater loss of histone H4 from the vicinity of the DSB in the hht2-hhf2 deletion strain compared with the wild-type cells (Figure 6d). No significant differences were observed in histone occupancy at the MAT locus between the wild-type and hht2-hhf2 Δ deletion strains before HO cleavage (0’ time point in
Figure 6d). Together, these results strongly suggest that there is competition between DNA repair factors and histones for binding to damaged DNA in wild-type cells and a reduction in histone dosage alleviates this competition, thereby facilitating DNA repair.

Histones associate with HR factors

Numerous reports have suggested genetic interactions between HR factors, histones and histone chaperones (40,43,46,81,85–90). Further, certain HR factors such as RPA have been reported to physically interact with histones (91,92). Hence, excess histones may not only be interfering with the activities of HR factors by competing for binding to the DNA but also by physically associating with HR factors and inhibiting their activities. We tested this idea directly by immunoprecipitating FLAG-tagged Mre11 or TAP-tagged Rad50, Rad51 and Rfa1 from soluble cell extracts and checking for the presence of co-IPed histones. Consistent with published reports (91,92), we clearly observed the association of histone H3 with TAP-tagged Rfa1, which served as a good positive control in our experiments. Interestingly, histones were also found to associate with both Rad51 and Rad52 but not with Mre11 (Figure 7a). Further, the relative amounts of histone H3 and H3K56Ac co-IPed with the HR factors was similar to the levels of these histones co-IPed with the histone chaperone Asf1. This suggested that histones bound to the HR factors originate from the newly synthesized pool of free histones, rather than chromatin bound histones. However, it is still possible that the histones associated with HR factors in fact represent histones associated with nascent chromatin that is bound by the HR factors. Hence, to categorically rule out the contribution of histones associated with DNA in our IP reactions, we treated them with a potent nuclease Benzonase (Novagen). Treatment with this nuclease did not alter the association of histones with the Rad52 protein, thereby strongly suggesting that these histones arise from the free histone pool rather than the chromatin bound histones (Figure 7b). We also investigated whether NHEJ factors such as Ku70 and Ku80 associated with free histones. Although barely detectable amounts of histone H3 was found in
association with Ku70 and somewhat higher levels of H3 were bound to Ku80, in both cases this binding was abolished on Benzonase treatment (Figure 7c), suggesting that this interaction was with chromatin bound histones rather than free histones. Consistent with this, no H3 K56Ac signal was detectable from H3 co-IPed with Ku70/80.

As deletion of hht2-hhf2 results in a reduction in free histone levels (Figure 2b–d) concomitant with improved recruitment of HR factors to a DSB (Figure 6), next we investigated whether the levels of free histones associated with HR factors were also altered in the hht2-hhf2Δ strain. For this, we IPed Rad52-TAP from WT and hht2-hhf2Δ strains and measured the levels of co-IPed histone H3. We observed a dramatic drop in the levels of both histone H3 and H3 K56Ac associated with Rad52-TAP in the hht2-hhf2Δ strain (Figure 7c–d), which is consistent with the increased efficiency of HR in this strain (Figure 5 and 6). Taken together, our data suggest that the physical association of free histones with HR factors can potentially interfere with their function, thereby reducing the efficiency of HR-mediated repair.

DISCUSSION

In this study, we have shown that the histone gene dosage has a dramatic influence on the DNA damage sensitivity of budding yeast cells (Figure 1). Our results suggest that even the normal histone gene dosage in wild-type yeast cells appears to generate an excess of free histones, which in turn appears to interfere with efficient DNA repair by competing with the repair factors for binding to the DNA lesion (Figures 3–5) and also by physically associating with HR factors (Figure 7). Further, deletion
of the hht2-hhf2 gene pair that contributes most of the histone H3 and H4 mRNA in the cell results in a significant reduction in the free histone pools of histone H3 and H4 (Figure 2b and c), although these cells still synthesize enough histones to assemble and maintain the bulk chromatin structure (Figure 2a; Supplementary Figure S1). A reduction in free histone pools following the deletion of the hht2-hhf2 gene pair results in a reduction in the DNA damage sensitivity of wild type and DNA damage checkpoint mutant yeast strains (Figures 1 and 3). Similar to the effect of linker histone deletion in yeast (43), the effect of a reduced core histone gene dosage on the DNA damage sensitivity of yeast cells is primarily mediated by an increase in the efficiency of DNA repair by the HR pathway (Figures 3, 5 and 6), whereas the NHEJ pathway is unaffected (Figure 4). This is not surprising as repair by the HR pathway involves intimate DNA and protein transactions over long stretches of chromatin, whereas repair by the NHEJ pathway essentially involves the religation of the broken ends with limited amount of end processing (48) (Figure 8). In fact, the resection of the broken ends is the first step in HR-mediated DSB repair (74) and involves the generation of single-stranded DNA with concomitant loss of histones (80). Additionally, the donor loci also exhibit substantial chromatin remodeling that facilitates repair of the DSB at the MAT locus by HR (81). As histones can interact efficiently with single-stranded DNA and may even form nucleosome-like structures (93–95), the presence of appreciable quantities of free histones in the vicinity of such HR repair intermediates is likely to present a significant competition for the HR factors for binding to the exposed DNA (Figure 6). Given the dependence of Hho1 on its predicted DNA-binding residues to exert an effect on DNA damage sensitivity (43), it is very likely that this effect is also mediated by competition with HR factors for binding damaged DNA. Additionally, our data shows that excess histones can physically interact with certain HR factors such as Rad51, Rad52 and RPA (Figure 7a), potentially interfering with their activities (depicted in the cartoon within the dashed box). Both these situations are likely to lead to a reduction in the efficiency of HR-mediated repair.

Figure 8. Model to illustrate the potential effect of excess histones on HR or NHEJ-mediated repair of a DSB. (a) Effect of free histones on HR-mediated DSB repair. Because of the presence of significant stretches of nucleosome deficient single-stranded DNA as intermediates at both the recipient and donor loci during HR-mediated DSB repair, the availability of significant amounts of free (non-chromatin associated) histones even in wild-type cells could result in competition between the HR factors and histones for binding to the exposed DNA (Figure 6). Additionally, free histones can physically interact with certain HR factors such as Rad51, Rad52 and RPA (Figure 7a), potentially interfering with their activities (depicted in the cartoon within the dashed box). Both these situations are likely to lead to a reduction in the efficiency of HR-mediated repair. For simplicity, only a few HR factors and one nuclease complex (MRX) are indicated. (b) Effect of free histones on NHEJ-mediated DSB repair. Significant stretches of DNA are not exposed at the DSB site during NHEJ-mediated repair, and as such this repair process is unlikely to be affected by the presence of significant quantities of excess histones. Further, unlike recombination factors that associate with free histones, NHEJ factors appear to associate with chromatin bound histones on binding to DNA (Figure 7c). NHEJ factors are indicated.
suggest that free histones may physically associate with HR factors such as Rad51 and Rad52 (Figure 7a), thereby potentially interfering with their activities. Not surprisingly, reduction in histone dosage results in diminished binding of histones to Rad52 (Figure 7d–e) concomitant with improved kinetics of HR factor recruitment to a DSB (Figure 6), as well as improved survival following a DSB (Figure 3) in the hht2-hhf2A strain. DSBs in haploid yeast are repaired by HR primarily during the S and G2 phases of the cell cycle when homologous sequences are readily available for HR-mediated repair. As the yeast histone genes are predominantly expressed during early S-phase (21), free histones are also likely to be present at their highest concentrations in the cell during S and G2 phases of the cell cycle and thus have their maximal effect on HR-mediated repair, rather than NHEJ.

Our results raise the important question of why eukaryotes have evolved with multiple copies of histone genes when they are clearly not required for viability (10,11,14,21). Despite the tight transcriptional and posttranscriptional control of histone genes (21), calculations based on the published estimates of histone proteins arising from each core histone gene suggest that yeast cells make an excess of histone proteins over what is required for chromatin assembly (5,96), which can potentially have deleterious consequences for the cells (59). On the other hand, it is also known that delays between DNA replication and chromatin assembly due to histone insufficiency during S-phase results in spontaneous DNA damage, genomic instability and inviability (45–47,97–99). Hence, to avoid such deleterious consequences, one possibility is that high levels of histones are synthesized during S-phase to ensure a sufficiently high histone concentration for rapid chromatin assembly by a relatively limited number of histone chaperone molecules. For the assembly of 300,000 new histone H3 and H4 molecules during each S-phase in the budding yeast, the estimated number of all the known histone H3 and H4 chaperone molecules available are as follows: Asf1, 6230; Cac1, 1590; Hir1, 846 and Nap1, 8070 (note: histone chaperones that work as multi-subunit complexes have similar or lower number of molecules per cell for their other subunits than shown here) (96). So, essentially just over 15,000 histone chaperone molecules have the challenging task of assembling 300,000 new histone H3 and H4 molecules during the budding yeast S-phase, which typically lasts around 20 min at 30°C. We speculate that this task can only be achieved at high effective histone protein concentrations that would allow the histone chaperones to have a quick turn-around time after each round of histone deposition, such that they do not have to spend too much time looking for the next histone molecule to deposit. Mutant yeast strains such as those lacking the sgs1, srs2 or rrm3 helicases exhibit greatly elevated rates of mitotic recombination that are highly deleterious for the cells as they result in genomic instability (100–102). On the basis of our current results, we speculate on the possibility that the high levels of histones produced by multiple histone genes may in fact play a role in keeping the HR machinery in check by potentially preventing it from initiating spurious recombination events using DNA replication intermediates as templates. As such, an intriguing possibility is that eukaryotic cells may have evolved multiple histone genes for high levels of histone production not only to facilitate efficient chromatin assembly but also to restrain HR activity during the S and G2 phases of the cell cycle, which in turn would contribute to the overall genomic stability of the cells. This idea would also be consistent with the finding that partial depletion of histone H4 results in genomic instability due to elevated recombination (45). More importantly, combined with the reported requirement of Hho1 for normal lifespan in yeast (43), as well as the exciting recent finding that aging yeast cells have reduced levels of histones (103), our results could help explain in part the hyper-recombinational state of aging yeast cells (51). Not surprisingly, histone overexpression increases the life span of yeast cells (103), and our findings suggest that this may be in part due to the dampening of HR activity, thereby limiting genomic instability that would otherwise accelerate aging in these cells. However, much more work needs to be carried out in the future to test this idea.

Irrespective of what the underlying reasons for the presence of multiple histone genes in all eukaryotes prove to be eventually, due to the high degree of conservation of DNA repair and chromatin processes, the presence of multiple histone genes is likely to have major ramifications for these processes in all eukaryotes, including humans. For example, many current anti-cancer drugs rely on their ability to cause DNA damage for their effectiveness, and based on our studies in yeast, it is possible that the loss of histone genes from genetically unstable cancer cells may make it relatively easy for them to develop resistance to such drugs. Hence, our results could have serious implications for genomic stability of human cells with their dozens of histone genes (7) that can significantly influence numerous aspects of human health and disease. Future studies will reveal if histone gene copies are indeed lost from histone gene clusters in human cancer cells that are refractory to DNA damaging chemotherapeutic drugs, and if the mechanism of resistance is dependent on elevated HR, then the HR machinery could be targeted in an attempt to destroy such refractory cancers.
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