RAR/RXR binding dynamics distinguish pluripotency from differentiation associated cis-regulatory elements
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ABSTRACT

In mouse embryonic cells, ligand-activated retinoic acid receptors (RARs) play a key role in inhibiting pluripotency-maintaining genes and activating some major actors of cell differentiation.

To investigate the mechanism underlying this dual regulation, we performed joint RAR/RXR ChIP-seq and mRNA-seq time series during the first 48 h of the RA-induced Primitive Endoderm (PrE) differentiation process in F9 embryonal carcinoma (EC) cells. We show here that this dual regulation is associated with RAR/RXR genomic redistribution during the differentiation process. In-depth analysis of RAR/RXR binding sites occupancy dynamics and composition show that in undifferentiated cells, RAR/RXR interact with genomic regions characterized by binding of pluripotency-associated factors and high prevalence of the non-canonical DR0-containing RA response element. By contrast, in differentiated cells, RAR/RXR bound regions are enriched in functional Sox17 binding sites and are characterized with a higher frequency of the canonical DR5 motif. Our data offer an unprecedentedly detailed view on the action of RA in triggering pluripotent cell differentiation and demonstrate that RAR/RXR action is mediated via two different sets of regulatory regions tightly associated with cell differentiation status.

INTRODUCTION

Retinoic acid (RA), the main active vitamin A metabolite, is a well-known regulator of embryonic development as well as adult physiology (1). The highly pleiotropic organismal and cellular effects of RA are mainly mediated by the combinatorial action of six nuclear receptors [retinoic acid receptors NR1B (RARA, RARB and RARG) and retinoid X receptors NR2B (RXRA, RXRB and RXRG)], which form heterodimers and act as RA-modulated transcription factors.

At the cellular level, RA stimulation triggers fundamental biological processes, such as growth arrest, differentiation and apoptosis. Long before the elucidation of the molecular mechanisms supporting their action, retinoids have been recognized as mediators of cell differentiation both in vivo and in vitro (2–5). Among the various RA sensitive tissues and cell types, embryonal carcinoma (EC) and later, embryonic stem (ES) cells were shown to undergo differentiation upon RA stimulation (6). This ever since remained the treatment of choice to induce in vitro differentiation of mouse and human ES cells. ES and EC cells are characterized by their self-renewal capacity as well as their ability to differentiate into various cell lineages, thus providing invaluable biological models to study early developmental processes. Molecular regulators of pluripotency and self-renewal maintenance have been gradually elucidated and rely on a core transcription factor triumvirate composed of SOX2, NANOG and POU5F1 that acts in a concerted manner to maintain a proliferating and undifferentiated state while preventing lineage specific differentiation (7). Importantly, the elucidation of pluripotency...
mechanisms provided molecular basis for somatic cells reprogramming into ES-like cells also referred to as induced pluripotent stem cells (iPSc), by the ectopic overexpression of defined transcription factors (8). More recently, additional regulators of gene expression were shown to collaborate with POU5F1, SOX2 and NANOG to control the ESc gene expression program and/or to improve somatic cells reprogramming. These factors exert various transcription-related function ranging from transcriptional factors (e.g. MYC, MYCN, KLF4, STAT3, SMAD1, TCF3) and co-factors (e.g. EP300, Mediator complex subunits) to chromatin modifiers (e.g. PCH). Interestingly, several nuclear receptors emerged as important players in the maintenance of pluripotency and somatic cell reprogramming (i.e. ESRRB, NR5A1, NR5A2, NR0B1) as well as in pluripotent cell differentiation induction (i.e. NR2F1, NR2F2, NR6A1). Paradoxically, RA-activated RARG was also shown to be involved in promoting somatic cell reprogramming toward iPSc (9), in contradiction with its well-documented in vitro differentiating effect of ES/EC cells.

The nuclear hormone receptor family consists of 48/49 (human/mouse) evolutionarily-conserved ligand-dependent transcription factors sharing important structural and functional features. As such, they are characterized by the presence of two conserved domains, the central DNA binding domain (DBD) which interacts with the core motif 5′-RGKTS-3′ (10–12), and the C-terminal ligand-binding domain (LBD) which largely determines nuclear receptor dimerization properties (13). Monomeric NRs recognize a single core motif, while dimeric NR complexes interact with repeated occurrences of this core motif. The spacer size and relative orientation (i.e. Direct Repeat (DR), Inverted Repeat (IR) or Everted Repeat (ER)) of the repeated sequence, we performed a time-course analysis of whole-genome RA/RXR binding as well as global gene expression profiling, in RA-induced differentiating F9 embryonal carcinoma cells.

Our study highlights the dynamic binding pattern of RA/RXR during the differentiation process and the diversity and composite nature of recognized DNA motifs. We establish that the dynamic occupation patterns observed result from multiple mechanisms associated with (i) the ability of RA/RXR heterodimers to interact with DNA, and (ii) region-specific features (e.g. RARE motif, specific transcription factor binding domain and DNA accessibility). By combining these results with gene expression data, we identified dynamical transcriptional patterns that can be reliably associated with specific cis-regulatory events including RA/RXR binding dynamics. Altogether, our results enable us to propose an integrated model of RA/RXR binding dynamics throughout the differentiation process of pluripotent cells.

MATERIALS AND METHODS

Cell culture

Wild-type and RAR paralog specific knockout mouse embryonal carcinoma F9 cells were maintained in Dulbecco’s modified Eagle’s medium (DMEM) containing 4.5% glucose, L-glutamine and sodium pyruvate (Gibco®, Life Technologies®) supplemented with 5% foetal bovine serum (Gibco®, Life Technologies®), 0.1 mg/ml streptomycin and 100 U/ml penicillin (Gibco®, Life Technologies®) and cultured at 37°C in a humidified 5% CO2 atmosphere. 3.5 × 105 cells were seeded in gelatin-coated 100 mm tissue culture plates (0.1%) 16 h prior to drug treatment. All-trans retinoic acid (RA) (Sigma-Aldrich) was dissolved in 100% DMSO, and diluted in cell culture medium to a final concentration of 1 × 10−7 M. Control samples were treated with a dose of vehicle (DMSO) equivalent to the dose used in RA-treated samples.

Generation of stable knocked-down F9 cells

Esrrb KD, Sox17 KD, shCtrl F9 cells were generated by stable transfection of specific shRNA expression plasmids (Suresilencing, Qiagen) (shCtrl: GGAATCTCATTCGATGCATAA, shEsrrb: CCGAACCAGTCTCGTGAATT, shSox17: CACGGAATTCAACAGTATCT). The
shRNA expression plasmids were transfected with Lipofectamine 2000 transfection reagent (Invitrogen) following manufacturer instructions. The cells were trypsinized 48 h after transfection and seeded into selective medium. F9 cells stably expressing shRNA were established by culture in selection medium containing Neomycin (800 μg/ml) (Sigma). The medium was renewed every 3 days. After 2 weeks resistant colonies were screened by RT-qPCR to identify stable clones exhibiting >70% reduced expression level of the targeted mRNA. Selected clones were cultured in complete medium containing maintenance concentration of neomycin (300 μg/ml).

Chromatin immunoprecipitation sequencing (ChIP-seq)

ChIP experiments were performed as previously described (28). Briefly, cells were cross-linked by a two-step procedure, with 2 mM disuccinimidyl glutarate (Pierce) for 30 min at room temperature and then with 1% formaldehyde (Sigma-Aldrich) for 10 min at 37°C. After lysis, chromatin extract were sonicated to reduce the length of DNA fragments to 200–400 bp using a Diagenode Bioruptor. Antibodies anti-panRAR (Sc-773, Santa Cruz Biotechnology) and anti-panRXR (Sc-553, Santa Cruz Biotechnology) were used to immunoprecipitate RAR- and RXR-bound DNA fragments, respectively. Immunoprecipitated chromatin were both analyzed by quantitative real-time PCR and subjected to next-generation sequencing. For ChIP-seq, nine individual ChIP samples were pooled and concentrated under vacuum. The ChIP templates were sequenced using a Solexa Gene Analyzer II platform (Illumina) at 36 bp read length using standard manufacturer protocols at the CERBM Facility in Illkirch, France. For the validation of ChIP-seq data, selected genomic regions containing RAR and/or RXR were analyzed by ChIP-qPCR on independent biological replicates using Qiagen SYBR Green qPCR Master Mix and genomic primers listed in Supplementary Table S4. The qPCR reaction were performed with an Mx3000 qPCR System (Agilent) using the following amplification profile: 10 min at 95°C, followed by 40 cycles of 30 s at 94°C, 30 s at 55°C and 30 s at 72°C. The results were normalized with respect to input. All data shown correspond to the mean ± SD from at least three biological replicates.

Determination of RAR/RXR binding regions from ChIP-seq data

Reads from ChIP-seq samples were aligned using Bowtie (29) version 0.12.9 with options --n 3, --e 70 and --m 1. We used the UCSC Genome Browser (30) to produce visualizations of the aligned reads along the chromosomes and gene annotations. We performed peak calling using a dedicated procedure in order to deal with the ChIP-seq time series data: (i) call peaks independently for each sample, with a really permissive threshold; (ii) consider the set of positions on the genome which are the summit of a peak in at least one condition; (iii) define a link between any two summits that are closer than 100bp; (iv) compute connected components of this graph; (v) define, for each connected component, a binding region, as a location of 500 bp wide centered at the mean of the summits in the connected component. We thus obtained a fixed set of genomic regions that do not depend on one particular condition anymore. For the first step, we used MACS (31) version 1.4.2 with default options, except the P-value threshold (P-value), which was set to $10^{-5}$. For all ChIP samples, we took the whole-cell extract sample in untreated condition as a control. The obtained regions were reduced using two independent filters.

The first filter used the Poisson Margin Test (32) to detect regions displaying a significant difference between RAR binding and control signals for at least one time point (i.e. Benjamini-Hochberg adjusted P-value smaller than 0.001). The second filter was based on the proportion among RAR-positive candidate regions of RXR-positive regions as a function of the unadjusted P-value threshold (see Supplementary Figure S1). We finally kept regions with at most $10^{-7}$ unadjusted P-value, provided that they were not located on a mitochondrial chromosome; and they did not belong to the blacklist published in the context of the ENCODE project (33) available at https://sites.google.com/site/anshulkundaje/projects/blacklists. RAR (resp. RXR) was considered present in a region at a given time point if the corresponding Poisson Margin Test yielded a P-value inferior to $10^{-7}$; it was considered absent for a P-value superior to $10^{-3}$ (negativity threshold in the results section).

Motif discovery and scanning

We used the online version of MEME Suite (34) for the de novo search of enriched motifs in RAR/RXR binding regions, and more precisely the tools MEME ChIP and DREME with standard options except “Scan both DNA strands” set. Additionally, the motif defined by Balmer et al. (15) was used to compute Receiver Operating Characteristic (ROC) curves of direct repeat (DR), inverted repeat (IR) and everted repeat (ER) motif with spacer ranging from 0 to 9 nucleotides, taking as a negative set a control consisting of random DNA sequences with the same length and GC distribution as our RAR/RXR binding regions. For motif occurrences prediction, we chose an alignment score cutoff corresponding to a false positive rate of 0.1 based on the ROC curve.

Clustering of RAR/RXR binding regions

RAR/RXR binding regions were filtered to keep only regions exhibiting a significant difference in binding intensity relative to the initial time point ($p < 10^{-6}$ with the Poisson Margin Test (32)). Those regions, represented as their RPKM level at each time point, were clustered using Cluster 3 (options: normalization on, k-means algorithm, 100 runs, uncentered Pearson correlation as a distance) (35). The number of clusters was chosen empirically, by visual inspection.

Transcription factor occupancy data sets

We used the occupancy maps provided in publications on mouse ES (26–27,36–39) and F9 cells (40). All the data sets were collected through the GEO database (41). We reused the called peaks distributed with each data set. A list of the accession numbers is provided in Supplementary Table S5.
Assessing the correlation between RAR/RXR and other TFs occupancy

We collected the peak summits from the previously described ChIP-seq data sets as well as ours, expanded them by 50bp in both directions and merged overlapping peaks. For each TF, we computed a 0–1 vector indexed by this set of regions, indicating its presence in each region. We then reported the correlation of each TF vector with the vector for RAR.

Association with RAR/RXR binding clusters

Each of our RAR binding regions was annotated as having or not a detected peak for other TFs less than 1 kb away. We computed the association between a cluster and a specific transcription factor by performing a Fisher’s exact test: each region can be a member of the cluster or not, and it can have a detected peak for the indicated transcription factor or not. The contingency table is passed to R’s fisher.test and we keep the log odds-ratio, its 95% confidence interval and the P-value resulting from the independence test.

Formaldehyde assisted isolation of regulatory elements (FAIRE)

FAIRE experiments were performed as previously described (42). Briefly, cells were cultured and treated with RA as described above. Following treatment, cells were cross-linked at the indicated time point, by the addition of formaldehyde to 1% for 10 min at 37°C. Cells were then spun down at 15,000 g for 5 min at 4°C, and the chromatin containing lysates were then spun down at 15,000 x g for 5 min at 4°C to remove cellular debris. Supernatant was extracted twice with phenol/chloroform and once with chloroform. DNA was precipitated by the addition of 1/10 volume sodium acetate (pH 5.3) and 2 volumes ethanol. DNA pellet was dissolved in water and incubated with 1 μg RNase A for 2 h at 37°C. Input DNA was reverse cross-linked and purified using a Qiagen PCR purification kit. Purified DNA was analyzed by qPCR using the appropriate primer sets (Supplementary Table S4) as described above.

Validation of differentially expressed genes by RT-qPCR

The validation of differentially expressed genes was performed by RT-qPCR analysis using Biomark™ System (Fluidigm®) according to manufacturer’s instructions. Briefly, the purified total RNA of individual samples was reverse-transcribed using the SuperScript® III Reverse Transcriptase Kit (Invitrogen). cDNAs were pre-amplified using TaqMan® PreAmp Master Mix (Applied Biosystems) and an equimolar mixture of gene-specific primer couples. The pre-amplified cDNAs were treated with exonuclease1 (New England BioLabs) and amplified using SsoFast™ EvaGreen® Supermix (Bio-Rad Laboratories) on a BioMark HD System (Fluidigm). Primers sequences are provided in Supplemental Table S4.

Gene Ontology (GO) analysis

Gene Ontology analysis was performed using GOToolBox (http://genome.crg.es/GOToolBox), using the Mouse Genome Informatics identities of the list of differentially expressed genes. Gene lists and GO term results are provided in Supplemental Table S3.
RESULTS

Genome-wide mapping and characterization of RAR and RXR binding sites during RA-induced differentiation of F9 cells

To obtain a dynamic map of RAR/RXR binding sites during the RA-induced primitive endoderm (PrE) differentiation process, we sampled chromatin at 0, 2, 24 and 48 h after RA stimulation and performed high-resolution ChIP-seq analysis on each chromatin sample. By contrast with previously published studies that focused on RARG paralogs binding (24), we used ChIP validated antibodies recognizing either the three RAR or the three RXR paralogs. To collect a sufficient amount of material, several individual chromatin immunoprecipitation (ChIP) experiments were performed at each time point. Individual samples were validated by ChIP-qPCR analysis of positive and negative genomic regions and pooled before library preparation. Individual libraries were then sequenced on Illumina GAII. In addition, total genomic DNA was sequenced to obtain a reference input profile. Sequencing data, ChIP-qPCR validation data (Supplementary Figure S1) and detailed bioinformatics analyses can be found in Supplementary Experimental Procedure.

An example of the binding profiles for RAR and RXR around the Hoxa locus is shown in Figure 1A. We performed peak calling on each ChIP-seq sample and merged the results so as to determine a fixed set of genomic regions across all tested conditions (see Supplementary Experimental Procedure). The defined binding regions, considered as a genomic feature, do not depend on one particular condition anymore, and we analyzed their occupation status along the time series.

To be able to compare occupancy of the identified binding sites in the various sampled conditions, statistical tests were performed to detect significantly occupied regions relative to the input control. More specifically, we used the Poisson Margin significance Test (PMT) (32) which is robust to imbalances in sample sequencing depth. A region was declared occupied at a given condition for an adjusted P-value (FDR) < 0.01.

We further strengthened this procedure by requiring that an RAR/RXR binding region should be simultaneously occupied both by RAR and RXR in at least one time-point. We finally fixed a P-value threshold for which more than 90% of the RAR binding regions were also occupied by RXR (Supplementary Figure S2). At this threshold, RAR and RXR are respectively bound to a total of 16222 and 34406 genomic loci. Among these, we identified a total of 13791 genomic regions simultaneously bound by RAR and RXR at least at one time point during the PrE differentiation process. These regions will be referred to as our RAR/RXR data set in the remainder of the text (Supplementary Table S1). The difference between the total number of RAR and RAR/RXR bound regions is likely due to a threshold effect and should not be interpreted as the existence of RXR-independent RAR binding events. On the opposite, our study failed to identify RAR positive/RXR negative loci after the definition of a negativity threshold (Supplementary Experimental Procedure) above which one may safely consider that a genomic region is not occupied by a given TF. By contrast, RAR-independent binding of RXR is frequent and mirrors its ability to form homodimers or heterodimers with numerous nuclear receptor superfamily members (13).

The localization of identified RAR/RXR-binding regions using cis-regulatory Element Annotation System (47) (Figure 1B), showed a significant enrichment in promoters as well as in regions localized immediately downstream of polyadenylation signal (Figure 1B, right panel). Furthermore, the analysis of the position of transcription start sites (TSS) relative to RAR/RXR binding regions showed that 68% of RAR/RXR-binding regions were located at less than 20 kb from an annotated TSS (Figure 1C).

A way to assess the potential relevance of our binding regions is to determine whether they are phylogenetically conserved. Indeed, relevant binding regions are expected to be under selective constraints and thus to exhibit better conservation between species (48). We therefore analyzed the evolutionary conservation of genomic regions exhibiting significant interaction with RAR/RXR using the vertebrate PhastCons scores (49). Compared to randomly chosen DNA loci (brown curve), RAR/RXR bound regions (blue curve) exhibit a better evolutionary conservation score, indicating that a significant subset of the identified regions is conserved within vertebrates (Figure 1D). Noticeably, maximum conservation is observed at the center of the analyzed genomic regions, indicating that recognized DNA motifs are globally more conserved than the neighboring sequences.

Dynamic analysis of RAR/RXR binding region occupancy

The crude observation of the number of RAR/RXR bound regions at the various tested time points indicates that the absolute number of RXR bound loci is more stable than the number of RAR bound loci. Furthermore, the observed variations do not occur simultaneously during RA-induced differentiation process (Figure 2A) indicating that RAR and RXR binding dynamics significantly differ. Figure 2B displays the proportion of regions for each qualitative (bound/unbound) occupancy profile for RAR, RAR/RXR and RXR respectively (Figure 2B). Interestingly, 66% of the regions interacting with the heterodimeric complex in absence of RA remain bound over time (2142 out of 3247). Upon RA stimulation, the number of RAR/RXR bound regions increases massively but transiently with 30% and 15.5% of RAR/RXR bound regions meeting the defined criteria only after 2 h and at all times, respectively (Figure 2B central panel). Additionally, occupancy profiles are very similarly distributed in RAR and RAR/RXR bound regions, which strongly suggests that variation in the number of heterodimer bound regions over time is mostly due to the variation in RAR subunit recruitment. In comparison, RXR subunit binding is significantly more stable with 60.3% of all RAR/RXR bound regions being continuously bound by RXR (Figure 2B right panel). To validate this observation and to exclude that it is not only reflecting differences in bound DNA recoveries between the RAR and RXR antibodies, we used the previously defined negativity threshold to quantify the proportion of identified site ex-
hibiting RAR-independent binding of RXR in absence of ligand. We found that 18% of all RAR/RXR binding regions (2464 out of 13791 regions) are occupied by RXR but not by RAR in untreated F9 cells. Furthermore, as shown in Figure 2C, the occupancy level distribution of these regions over time point shows that RXA treatment affects RAR binding more drastically than RXR binding (Figure 2C).

Collectively, these data suggest that RXR and RAR subunits binding are loosely related in absence of RA stimulation and that in this condition, RXR subunit occupies a large subset of the identified regions independently of RAR subunit. Whether RXR interacts with these regions as homodimers or as heterodimers with other partners remains unknown.

To obtain a refined description of our data set, we performed a cluster analysis in order to identify typical quantitative patterns of RAR subunit time-dependent occupancy level; for this we only considered a subset of 3174 regions displaying a highly significant occupancy variation between any time point relative to the untreated condition. This subset is referred to as dynamic binding regions hereafter. The various clusters (Figure 2D) can be distinguished on the basis of initial occupancy level, with clusters B, D and F being more occupied on average than the others (Supplementary Figure S3 panel A) and on the basis of their occupancy pattern over time. Interestingly, while most regions (clusters A–D) are characterized by a maximum occupancy after 2 h followed by a decreased occupancy at later time points, a subset of regions exhibits a different profile characterized by the maintenance of their occupancy between 2 h and 24 h (cluster E to F) or even a maximum occupancy at 24 or 48 h after treatment (Figure 2D, cluster G to I).

The observed differences between these RAR/RXR binding patterns likely mirror different molecular mechanisms. Indeed, RAR/RXR binding process could be modulated by intrinsic (receptor-related) parameters like concentration, cellular localization, interaction with partners, or extrinsic (DNA target-related) parameters like HRE motif type, chromatin accessibility, transcription factors binding sites composition.

To start to decipher which of these mechanisms could be at work, we first investigated whether molecular events intrinsically affecting RAR/RXR binding capabilities may play a role in the observed binding dynamics. Several recent studies highlight the effect of RA-induced MAP kinase-dependent phosphorylation of RARA and RARG paralogs, on their ability to interact with target sequences (50–53). To test whether such mechanisms may be responsible for the massive and quick occupancy increase observed in most identified binding regions, independently of other molecular features, we analyzed RAR binding in presence and absence of RA and p38MAPK inhibitor SB203580. Results of ChIP-qPCR analysis for the binding regions located upstream (open bars) and downstream (dark blue bars) of Cyp26a1 locus (Figure 2E) are presented in Figure 2F and show that p38 inhibitor blocks the RA-induced early in-
Figure 2. RAR and RXR binding dynamics in differentiating F9 EC cells. (A) The number of RAR- and RXR-binding sites detected by ChIP-seq during PrE differentiation. Results are shown as Venn diagrams representing the number of binding sites during differentiation for RAR only (green), RXR only (red) and shared RAR/RXR (brown). Circle sizes are representative of the number of binding sites at the indicated time point. (B) Intersection of RAR, RXR and RAR/RXR binding regions occupation throughout the PrE differentiation process. Results are shown as four-way Venn diagrams representing the proportion (%) of binding sites assigned to specific temporal behavior in each sub-category. (C) Distribution of the occupancy level over time for binding sites exhibiting no binding of RAR (green) and significant binding of RXR (red) in untreated condition. Occupancy levels are expressed in read per region and per million mapped reads. (D) K-means clustering of RAR/RXR dynamic regions based on their changes in RAR occupancy during PRE differentiation. Results are shown as heat map representing the normalized RAR binding region coverage intensity over time. (E) RAR (green) and RXR (red) binding profiles variation in the Cyp26a1 locus after RA stimulation of F9 EC cells. Upstream and downstream binding region are highlighted by gray box. (F) qPCR quantification of RAR binding intensity at the Cyp26a1 upstream (open bars) and downstream (blue bars) binding sites. RAR binding intensity was normalized on binding level in untreated cells for each binding region. The data shown represent mean ± SD of triplicate experiments. Student’s t-test was applied to assess statistical difference of the mean (*: P < 0.05; **: P < 0.01). (G) qPCR quantification for temporal binding pattern of RAR at Cyp26a1 upstream (open bars) and downstream (blue bars) binding sites in wild-type (WT) and Rarb-/- F9 cells. Statistical analysis similar to (F). (H) qPCR quantification of temporal open chromatin enrichment at Cyp26a1 upstream (open bars) and downstream (blue bars) RAR/RXR binding sites. Results show open chromatin enrichment in RA-stimulated relative to untreated F9 EC cells. Statistical analysis similar to (F).
crease in RAR binding regions occupancy. Similar observations were made on other identified RAR/RXR targeted regions (Supplementary Figure S4). Interestingly, downstream binding site occupancy is also affected by MAP kinase inhibition but remains weakly occupied. This observation suggests that while MAP kinase dependent activation of RAR/RXR binding maybe a general phenomenon, occupancy level could be limited by other parameters. Furthermore, the strong difference in the observed kinetics enables us to safely hypothesize that occupancy profiles characterized by delayed maximum occupancy (cluster G to I) are most probably linked to other molecular mechanisms.

To identify these mechanisms, we tested two non-mutually exclusive hypotheses. The first one was based on the known induction of Rarb2 paralog expression (54-56) (Supplementary Figures S10 and S11) and postulated that late RAR/RXR recruitment mirrored an increase in concentration of this specific paralog. We therefore tested whether late recruitment on specific binding sites could be detected in Rarb2 knockout F9 cells (57). Result of ChIP-qPCR occupancy analysis of binding regions located upstream and downstream of Cyp26al locus which respectively exhibit early and late maximum occupancy, is shown in Figure 2G. Notably, we observed a similar recruitment pattern in wild-type and Rarb−/− F9 cells on both sites indicating that late recruitment is not linked to RA-induced expression of Rarb2 mRNA. However, this does not preclude that such mechanism may be at work in others late bound loci.

The second hypothesis postulated that late recruitment might be linked to chromatin remodeling events resulting in the unmasking of RAR/RXR binding sites. To assess loci specific dynamic changes of chromatin environment, we used the so-called FAIRE technique (Formaldehyde-Assisted Isolation of Regulatory Elements) coupled with qPCR analysis (42) to quantitatively detect nucleosome-depleted DNA regions and active regulatory elements from total chromatin. As previously, we analyzed RAR/RXR bound regions located upstream and downstream of the Cyp26al locus (Figure 2E). Interestingly, while FAIRE signal associated with the upstream binding site is only slightly altered upon RA stimulation, the downstream site associated FAIRE signal is increased in a time-dependent manner upon RA treatment (Figure 2H), indicating an increased accessibility of chromatin that correlates with the increased RAR/RXR occupancy at this specific genomic location. Of note, FAIRE signal in vehicle treated F9 cells differs between the two regions and represents 9% and 0.4% of the input DNA for upstream and downstream sites, respectively, indicating a difference in accessibility of these sites in untreated cells that is consistent with the observed difference in RAR/RXR basal occupancy level.

While it is difficult to extend these results to all identified binding sites, they confirm the idea that rapid occupancy increase is likely associated with the previously demonstrated role of RA-induced MAP kinase activation on RAR/RXR DNA binding through RARA and RARG phosphorylation, and that delayed occupancy increase appears linked to modulation of chromatin accessibility. Notably, in addition to its effect on RARA and RARG ability to interact with DNA, RA-induced p38MAPK was shown to activate the downstream kinase MSK1 that catalyzes the phosphorylation of histones H3 on serine 10 (H3S10), thereby making RAREs more accessible to RAR/RXR binding (58). The lack of variation of the FAIRE signal associated with the upstream binding site indicates that this mechanism may not contribute significantly to the observed early occupancy increase at the analyzed loci and/or in our cellular model.

Motif Analyses of RAR/RXR binding sites reveals a wide variety of response elements

In addition to chromatin accessibility, the binding site sequence variability is another extrinsic parameter that may modulate RAR occupancy. We therefore implemented a careful characterization of putative transcription factor binding motifs present in RAR/RXR bound genomic loci. To explore this issue, we first searched for enriched motifs using the de novo motif discovery algorithms composing the MEME-ChIP suite (59). As expected, we identified several motifs reminiscent of the canonical nuclear receptor core binding motif RGKTSAA with different spacing and relative orientation. Notably, most predicted motifs exhibit a clear enrichment at the center of the identified regions (Supplementary Table S2 and Supplementary Figure S6 panel A). The DREME algorithm (60) highlighted two short motifs (Figure 3A, middle and low panel) that are closely related to the Position Weight Matrix (PWM) of the core motif previously proposed by Balmer and Blomhoff (15) (Figure 3A top panel). As a second more directed attempt, we choose to use the latter to scan our sequence data set for all possible relative orientations (Direct Repeat, Inverted Repeat and Everted Repeat) and for spacers ranging from 0 to 9 nucleotides. The same motifs were used to scan a control data set of randomly generated sequences of same length and G+C composition. Motif hits in both sequence data sets were used to compute Receiver Operating Characteristic (ROC) curves (Figure 3B). The corresponding area under the curve (AUC) for all tested motifs is shown in Figure 3C. In this context, the AUC can be interpreted as the probability for a bound region to have a better PWM alignment score than a non-occupied region.

As expected, the previously identified non-canonical motif DR0 (green curve), and the canonical motifs DR5 (blue curve), DR2 (purple curve) and DR1 (yellow curve) were found to be the most significantly enriched (Figure 3B and C and Supplementary Figure S5). Additionally, other motifs showed up by order of importance DR8, IR3 and, to a lesser extent, all other possible combinations of two core motifs (Figure 3C). With an AUC of 0.89, the compound DR0−1−2−5 motif (Figure 3B, red curve) was thus found to be a specific marker of RAR/RXR binding.

In order to predict true HRE with an acceptable trade-off between sensitivity and false-positive rate, we made use of the computed curves to fix a motif-specific threshold for PWM alignment scores that resulted in 10% prevalence for the considered motif in the control sequence data set. Motif-specific prevalence and occurrence number at the computed threshold are shown in Figure 3D and E respectively. With this setting, 87.5% of the identified binding regions encompass at least one DR0, DR1, DR2, or DR5 motif and 74.3% if we exclude the non-canonical DR0 motif. Noticeably, as
Figure 3. Analysis of Hormone Response Elements (HRE) in RAR/RXR target regions. (A) Position weight matrix (PWM) of core half-site motif. Matrices predicted by Balmer and Blomhoff (upper panel) and by the de novo motif-discovery algorithm DREME (middle and lower panel). (B) ROC curves. Enrichment in the various types of HRE was assessed by comparing the frequency of discovery of the consensus in the RAR/RXR bound regions (y-axis) and in a set of randomly generated sequences (same size, same GC content, x-axis). Results show compound motif (DR0–1–2–5) (red curve) and DR0 (green curve), DR1 (yellow curve), DR2 (purple curve) and DR5 (blue curve) motifs enrichment. (C) Areas under the curve measuring enrichment of RAR/RXR binding region in Direct Repeat (DR), Inverted Repeat (IR) and Everted Repeat (ER) with spacer from 0 to 9 nucleotides are shown as heat map. (D) Prevalence of the different motifs (DR-IR-ER with spacer 0–9) in the RAR/RXR binding region set. (E) Number of occurrences per motif in the RAR/RXR binding region set. Grey bars represent the number of predicted isolated motifs in each category. (F) The number of identified regions encompassing at least one DR0, DR1, DR2 or DR5 motif. Results are shown as four-way Venn diagrams representing the number of region in each subcategory. In D-F panels, motifs are predicted based on their alignment score with the corresponding PWM. Score threshold was defined as the score giving 10% of positive matches in control sequences. (G) Motif association analysis. Results show the percentage of predicted HRE (DR0, DR1, DR2 or DR5) that share one of the half core with another predicted motif. Blue link represent the percentage of embedded motifs and red link represent the percentage of motifs sharing the central half core.
shown in Figure 3F, 7,595 regions encompass more than one motif type (DR0, DR1, DR2, or DR5). In addition to motif diversity, the total number of occurrences for DR0, DR1, DR2 and DR5 greatly exceeds the number of predicted regions (Figure 3E) thereby confirming that multiple repetitions of the RARE-associated motifs are obviously present in single binding regions. The distribution of the number of motifs per region further substantiates this observation (Supplementary Figure S6 panel B).

These observations led us to further investigate the exact organization of multiple motifs found in RAR/RXR binding regions. We first considered the number of isolated occurrences of all tested motifs. As HREs are often composed of a repetition of the same hexameric DNA core half-site, we defined isolated HREs as motifs exhibiting no other core half site within 9 nucleotides of their 5’ or 3’ end. The results shown in Figure 3E indicate that the proportion of such isolated HREs (gray bars) is low and that most predicted HREs exhibit additional core half site in the vicinity thereby forming composite HREs encompassing more than two repetition of the hexameric DNA core half-site. Such composite HREs could be seen as a single functional motif or as two overlapping functional units. We therefore asked whether specific HREs associations are more likely to occur by computing the frequency of association for each couple of motifs. We distinguished between associated motifs that share either their 5’ or 3’ core half site (red link), referred to as embedded motifs, and motifs in which 3’ half core of the first motif constitute the 5’ half core of the second one (blue link) referred to as overlapping motifs (Supplementary Figure S6 panel C). The results obtained are shown in Figure 3G and in Supplementary Figure S6 panel D. DR0 and DR1 motifs appear to be promiscuous elements exhibiting little preference for the associated motif. By contrast, DR2 and DR5 are often found associated with DR0. The overlapping of DR2 and DR0 motifs lead to the formation of a DR8 motif recently characterized as a functional RARE (25). Interestingly, DR0 as well as ER2 are often found embedded with DR5, indicating that the spacer sequence of DR5 is frequently involved in the formation of these composite elements.

Collectively, these results show that while a single copy of DR0, DR1, DR2 and DR5 motifs are sufficient to recruit RAR/RXR in vitro, in vivo targeted regions often encompass more than one bona fide RARE. The presence of RARE undoubtedly remains the hallmark of RAR/RXR targeted regions and the lack of detection of RARE-associated motifs in a small proportion of targeted regions suggests that our experiment occasionally captures physical interactions between distant genomic regions. We may however not rule out that this observation may account for the existence of degenerated RARE motifs, associated with a low PWM alignment score.

In addition, RAREs are frequently more complex than canonical direct repeats and often encompass more than two repetitions of the half core motif. Whether these so-called composite motifs confer specific binding properties remains to be established. It is however, worth noticing that while some predicted HREs are not characterized as functional response elements and may be coincidental by-products of the local accumulation of hexameric core half-sites, others are known as bona fide response elements for various nuclear receptors (61). It is therefore tempting to propose that a majority of the identified RAR/RXR targeted regions may serve as a DNA hub allowing the interaction with multiple nuclear receptors through the recognition of composite motifs or distinct but closely localized HREs.

**RAR/RXR binding sites coincide with loci targeted by self-renewal associated transcription factors**

The motif enrichment analysis of our data set by algorithms composing the MEME-ChIP suite also highlighted several binding motifs for transcription factors, including NRs, known to be associated with self-renewal/pluripotency (i.e. POU5F1, SOX2, KLF4, TCFCP2L1, STAT3, ZFX, ESRRB, NR5A2) or differentiation (i.e. SOX17, NR2F1, NR2F2) (Supplementary Table S2), thereby agreeing with the previous observation made by Mahony and colleagues in RA-treated mES cells on a smaller set of RAR binding regions (22). To confirm the prediction obtained by motif enrichment analysis, we comparatively analyze the binding profiles of these factors with RAR/RXR binding region data set.

Using published data sets listing binding regions of transcription factors or cofactors known to play an important role in pluripotency and/or self-renewal (e.g. ESRRB, NR5A2, SOX2, NANOG, POU5F1, TBX3, ZFX, TCF3, PRDM14, SMAD1, STAT3, E2F1, TCFCP2L1, EP300, SUZ12), reprogramming and stem cell maintenance (e.g. KLF4, MYC, MYCN) or differentiation (e.g. SOX17) of mES or F9 EC cells (7, 26–27, 40), we computed the correlation coefficient between regions bound by RAR/RXR heterodimers and these transcription factors (Figure 4A) and represented the distance distribution of the annotated TF binding sites relative to the center of RAR/RXR bound regions (Figure 4B-D and Supplementary Figure S7).

In agreement with the concept of nuclear receptor binding hub, ESRRB and NR5A2 binding sites exhibit the highest correlation with RAR/RXR binding regions (Figure 4A). More than one third of all RAR/RXR binding sites were also identified as ESRRB binding sites in proliferating mouse ES cells (Figure 4B, upper panel). Similarly, more than 10% of RAR/RXR were also annotated as NR5A2 binding regions (Figure 4B, lower panel). Unfortunately, the ChIP-seq approach identifies binding regions rather than actual binding motifs due to its limited spatial resolution, but the analysis of the relative positions of ESRRB, NR5A2 and RAR/RXR peak summits (Figure 4B) suggests that these receptors recognize either composite motifs or distinct motifs localized in close proximity.

Confirming the results of our motif enrichment analysis, the pluripotency/self-renewal regulators SOX2, NANOG, POU5F1, as well as KLF4, SMAD1, STAT3, TCF3, EP300, PRDM14 binding sites also exhibit positive correlation with RAR/RXR binding regions. By contrast ZFX, MYC, MYCN, E2F1, SUZ12, FOXA2 and CTCF binding sites repertoire exhibit a negative correlation when compared to all RAR/RXR identified regions indicating that DNA regions interacting with these factors are poorly associated with RAR/RXR. As observed for ESRRB and
Figure 4. RAR/RXR targeted region coincide with pluripotency- and differentiation-associated transcription factors binding sites. (A) Correlation between RAR/RXR and the indicated factors binding sites. Data sets used for the correlation study were obtained in mouse ES cells (open bars) or mouse F9 EC cells (blue bars). (B) Distance distribution of the orphan nuclear receptors ESRRB (upper panel) and NR5A2 (lower panel) binding regions identified in mouse ES cells that overlap with RAR/RXR binding regions identified in F9 EC cells relative to RAR/RXR region center. (C) Distance distribution of the pluripotency-associated transcription factors binding regions identified in mouse ES cells that overlap with RAR/RXR binding regions identified in F9 EC cells relative to RAR/RXR region center. (D) Distance distribution of POU5F1 and SOX17 binding regions that overlap with RAR/RXR binding regions identified in F9 EC cells relative to RAR/RXR region center. The number between brackets represents the absolute number of RAR/RXR binding regions (peak summit ± 250 bp, blue area) that overlap with the indicated transcription factor.
NR5A2, the distance distribution of positively correlated transcription factors in overlapping regions shows that they likely recognize DNA motifs localized in the immediate vicinity of RAR/RXR binding sites (Figure 4C and Supplementary Figure S7 panel A). By contrast, negatively correlated transcription factors exhibit a more uniform distribution indicating that, in overlapping regions, their binding sites are poorly associated with RAR/RXR.

Most interestingly, a recent study determined POU5F1 and SOX17 binding site repertoires in differentiating F9 EC cells and demonstrated that POU5F1 binding sites are redistributed during the differentiation process by forming alternative heterodimers with either SOX2 or SOX17 (40,62). The correlation analysis of POU5F1 (in untreated and RA-treated F9 EC cells) binding sites with all annotated RAR/RXR regions confirmed that POU5F1 co-localizes with RAR/RXR binding regions despite its spatial redistribution in RA-treated cells relative to untreated ones. By contrast, SOX17 binding regions appears slightly negatively correlated with RAR/RXR binding data set. As observed previously, POU5F1 binding sites overlap with a large fraction of RAR/RXR binding regions and the distance distribution in these regions shows that its binding sites are indeed closely associated with RAR/RXR binding. By contrast, SOX17 co-localizes with RAR/RXR in few instances and exhibits a slightly more uniform distribution suggesting that its binding occurs in a subset of RAR/RXR binding regions and that binding motifs are likely more distant.

The absolute intersection between RAR/RXR regions and the positively correlated TFs (Figure 4B–D and Supplementary Figure S7 panel A) shows a large number (typically >1000) of co-occupied regions. The fraction of co-occupied RAR/RXR regions should however be interpreted with caution, as it is strongly biased by each TF detection sensitivity. We noted though that higher quality peaks tend to be better associated with our RAR/RXR regions (Supplementary Figure S7 panel B).

Interestingly, the two groups of factors that could be defined on the basis of their positive or negative correlation with RAR/RXR, are strongly reminiscent of the previously identified groups of transcription factors known to co-localize on pluripotent cell-specific enhanceosomes (26). The observed correlation of RAR/RXR binding sites with SOX2, POU5F1 and NANOG and their relative position in overlapping regions suggest that retinoic acid signaling pathway interacts directly with the pluripotency core circuitry (63). Similarly, the positive correlation (Figure 4A) and the positional enrichment (Supplementary Figure S7) observed for SMAD1, STAT3 and TCF3 interacting regions suggest the existence of crosstalks between the retinoic acid pathway and the bone morphogenetic proteins (BMPs), the leukemia inhibitory factor (LIF) and the non-canonical Wnt pathway respectively. Notably, these three pathways are also known to play a crucial role in pluripotency maintenance (64–66).

Collectively, these observations show that RAR/RXR heterodimers share numerous targets with pluripotency-associated factors and is likely associated with previously identified pluripotent cell-specific enhanceosomes (26). Moreover, we have shown above that RAR/RXR binding displays multiple time-dependent profiles (Figure 2D). Rather than estimating the correlation between RAR/RXR and other factors occupancy globally, we next compared transcription factors sites enrichment in relation with RAR/RXR occupancy profiles.

RARE binding dynamics is associated with binding sites-specific features

We next investigated whether the RAR/RXR occupancy profiles identified by clustering (Figure 2D) were specifically associated with molecular features such as the presence of RARE motifs or transcription factor binding sites experimentally identified in F9 and ES cells. To this end, we performed Fisher’s exact tests to detect features whose prevalence varied significantly in one cluster compared to all other RAR/RXR binding regions. The results are presented in Figure 5A and Supplementary Figure S8, where red (resp. green) bars indicate features that are significantly enriched (resp. depleted) in the cluster. First we observe that each binding pattern is characterized by a unique combination of molecular features. For instance, the regions assigned to clusters exhibiting high average occupancy in untreated F9 cells are characterized by their association with ESRRB and POU5F1 binding events (clusters B, D and F in Figure 2D and Supplementary Figure S3 panel A). Also, all clusters exhibiting a maximum occupancy in the early phase of the RA-induced PrE differentiation process, namely clusters A–D, are associated with a higher prevalence of DR0 type motif. Among these four clusters, subtle binding pattern variations appear coupled with specific core pluripotency factor binding sites layouts and are independent or negatively associated with PrE differentiation-associated transcription factor like SOX17. Cluster A, which exhibits only a transient occupancy at 2 h after RA stimulation, is only associated with DR0 enrichment while clusters B, C and D are also associated with NR5A2 and SMAD1 binding but differ in their association with SOX2, NANOG, POU5F1, TCF3 and PRDM14 binding events and the presence of DR2 motif.

By contrast with early-occupied genomic loci, binding regions that reach their maximal occupancy level at a later time point (24 and/or 48 h, clusters G–I), are independent or even depleted in pluripotency/self renewal factors binding events. They also exhibit a significant association with DR5 motif while being depleted in DR0 motif, indicating that RAR/RXR binding shifts from DR0-enriched regions in non-differentiated cells to DR5-enriched regions binding in differentiated cells. Most interestingly, clusters H and I are also characterized by the binding of the differentiation-associated factor, SOX17. The lack of strongly discriminating associated binding events and the independence of these two clusters with respect to several other tested transcription factors are likely reflecting the lack of data on RA-modulated transcription factors binding repertoire.

Clusters E and F have overall smaller absolute log odds ratio and display characteristics of both early and late occupied regions. Together, these observations suggest that clusters E and F could be made of regions peaking between 2 and 24 h and could thus be imperfectly resolved due to the lack of observation in this interval.
Figure 5. RAR/RXR binding dynamics and region-associated features. (A) Each bar represents the log odds ratio from Fisher’s exact test between a cluster assignment and the presence of a feature within 0.5 kb of the RAR/RXR peak summit. A red (resp. green) bar indicates that a feature is significantly more frequent (resp. less frequent) in the cluster than in other RAR/RXR binding regions. Error bars indicate 95% confidence intervals. (B) Effect of Esrrb KD on RAR binding intensity. Upper panels show a screenshot (http://genome.ucsc.edu) of RAR and ESRRB binding signal on the genomic loci analyzed in wild-type F9 cells and ES cells respectively. Predicted RARE motifs present under the peak are indicated. Lower panels show ChIP-qPCR quantification of RAR binding in Control and Esrrb KD F9 cells. RAR binding intensity is expressed relative to input amount. The data shown represent mean ± SD of replicate experiments. (C) Effect of Sox17 KD on RAR binding intensity. Upper panels show a screenshot (http://genome.ucsc.edu) of RAR and SOX17 binding signal on the genomic loci analyzed in untreated and RA treated wild-type F9 cells. Predicted RARE motifs present under the peak are indicated. Lower panels show ChIP-qPCR quantification of RAR binding in untreated and RA treated Control and Sox17 KD F9 cells. RAR binding intensity is expressed relative to input amount. The data shown represent mean ± SD of replicate experiments.
Of note, the binding sites of some transcription factors exhibit limited co-localization with RAR/RXR (i.e. MYC, MYCN, ZFX) and are negatively associated with a specific binding pattern (Figure 5, cluster C). By contrast, the sites of other transcription factors such as KLF4 or TCFCP2L1 (Supplementary Figure S7) globally coincide with RAR/RXR binding sites but do not associate with any specific occupancy pattern.

To confirm that these observed statistical associations may be of functional significance, we tested whether the inhibition of Esrrb or Sox17 expression altered the binding of RAR/RXR on specific targets. We therefore generated stable F9 clones expressing control or target-specific shRNAs, the latter exhibiting reduced levels of expression of the targeted mRNA compared to wild-type condition (Supplementary Figure S9). We then measured RAR binding levels in untreated cells (for Esrrb and Sox17) and at 48 h after induction (for Sox17 only). The results we obtained are shown in Figure 5B for Esrrb and 5C for Sox17.

As we previously noticed (Figure 5A and Supplementary Figure S3A), clusters with enriched Esrrb binding in ES cells display a stronger RAR binding in untreated F9 cells, suggesting a cooperative binding mechanism. We selected three DR0-containing regions bound both by RAR in untreated F9 cells and Esrrb in untreated ES cells (Figure 5B, upper panel). We indeed observed a replicable decreased binding in the Esrrb knocked down (KD) F9 cells in all three regions (Figure 5B). The moderate effect size is consistent with the difference observed between Esrrb-dependent (clusters B, D and F) and Esrrb-independent clusters (Supplementary Figure S3A), the partial inhibition of Esrrb in KD cells and the putative redundant effect of Nr5a2.

As mentioned earlier, Sox17 is a transcription factor induced upon RA treatment of F9 cells and involved in the primitive endoderm differentiation process. Consistently, we observed the association of Sox17 with late RAR/RXR bound regions (clusters H and I). We therefore measured the induction of RAR binding at 48 h after treatment in control and Sox17 KD cells. We selected three DR5-containing regions exhibiting their maximum occupancy after 48 h, two of them displaying a bona fide Sox17 peak. The third selected region is the previously mentioned RAR/RXR region downstream of Cyp26a1 locus (Figure 2E), which lacks Sox17 binding in RA treated F9 cells, and for which we showed that the increased RAR/RXR binding coincides with an increased chromatin accessibility (Figure 2H). In this region, the knock down of Sox17 did not alter RAR binding levels (Figure 5C, left panel), while the other two regions displayed a substantially decreased induction, consistent with the partial inhibition of Sox17 expression in KD cells (Figure 5C, central and right panel). These results confirm the existence of a cooperative DNA binding mechanism between RAR/RXR and Sox17, and show that late RAR/RXR binding during PrE differentiation can be accounted for by both Sox17-dependent and Sox17-independent processes.

Overall we found that RAR/RXR binding dynamics can be classified in a handful of typical time-dependent profiles exhibiting specific molecular signatures involving different RARE motifs and experimentally identified TF binding signals in ES and F9 cells. Most importantly, we highlighted that these profiles and their associated signatures are consistent with the known function of these TF in pluripotency maintenance or PrE differentiation processes, suggesting a tight dependence of RAR/RXR binding repertoire with the cell differentiation status.

A natural follow-up to these observations was to ask whether the occupancy profile of RAR/RXR regions could be associated to specific transcription profiles in neighboring genes.

### RAR/RXR mediated transcriptional regulation in differentiating F9 EC cells

RA exerts its biological effect primarily through gene transcription modulation (67). Transcriptomic analyses were therefore performed in various biological systems using microarray-based approaches and several data sets are already available in public databases (68). To obtain a more detailed and accurate transcriptomic profile of RA-treated F9 cells, we implemented a time course analysis of gene expression 0, 6, 12, 24 and 48 h after RA stimulation using high-throughput RNA sequencing (RNA-seq). We could unambiguously detect 23598 of the 36381 annotated loci in Ensembl mouse genome (v63, jun 2011), estimating at 65% the percentage of expressed genes at any time of the differentiation process.

To identify the genes that are significantly modulated during RA-induced PrE differentiation process, we performed a differential gene expression analysis between vehicle treated cells and RA-treated cells using DESeq (45). Using a (Benjamini-Hochberg) adjusted P-value cutoff of 0.05, we detected a total of 3971 genes exhibiting significant differential expression at one or more of the RA treatment time points (Figure 6A and Supplementary Table S3). The differential expression of several genes was validated by high-throughput RT-qPCR (Supplementary Figure S10).

We confirmed and largely extended the previously published repertoire of 410 differentially expressed genes (68) during the first 24 h of the RA-induced primitive endoderm differentiation process. A Gene Ontology analysis of DE genes data sets and expression of key genes involved in pluripotency/PrE differentiation are presented in Supplementary Table S3 and Supplementary Figure S11, respectively. To the best of our knowledge, our results show that in vitro differentiation of RA-treated F9 cells recapitulates the known regulatory events implicated in the exit from pluripotency and in the earliest step of primitive endoderm induction in vivo.

Differentially expressed genes are enriched in genes encoding chromatin interacting proteins and transcription factors, thus suggesting that primary RA-dependent transcriptional response modulate targeted TF-associated genetic programs and chromatin remodeling events. Differentially expressed genes list also encompasses genes encoding proteins involved in key signaling pathways associated with pluripotency maintenance and differentiation (e.g. TGFβ/BMP, WNT, LIF) (Supplementary Figure S11), indicating that crosstalks between the RA and these pathways occur a multiple levels, from extra-cellular ligands expression to pathway-associated specific transcription factors binding.
Figure 6. Gene expression profiles during RA-induced PrE differentiation of mouse F9 EC cells. (A) Identification of differentially expressed genes at different time points after RA stimulation relative to their untreated expression level. Results are shown as a volcano plot representing Benjamini-Hochberg adjusted P-value versus log2 fold change on the y- and x-axes, respectively. Up- and down-regulated genes are shown in red and green, respectively. (B) Proportion of genes in the indicated set that exhibit an RAR/RXR target regions within the indicated distance range from their closest annotated TSS. Blue bars correspond to the percentage of genes exhibiting an RAR/RXR target region at less than 20 kb upstream or downstream of their annotated TSS. (C) Same as (B) panel for gene up- or down-regulated at the indicated time point after RA stimulation. (D) Clustering of differentially expressed gene expression profiles. Gene associated to Primitive Endoderm differentiation or pluripotency maintenance are indicated in the corresponding annotated boxes. (E) Boxplot representing the distance distribution of the closest RAR/RXR target region relative to annotated TSS of differentially expressed genes for the previously defined (D) expression clusters.
To unravel how RA signaling triggers pluripotent EC cell PrE differentiation, we implemented an integrative analysis of RAR/RXR binding pattern and of expression data. We first analyzed the distribution of RAR/RXR binding regions relative to annotated TSS for gene subsets defined by their expression status in RA-treated F9 cells. We found that 47% of the differentially expressed gene set did encompass at least one RAR/RXR binding region within 20 kb of their TSS. This proportion is reduced to 32.5% and 9.6% of the constitutively expressed and silent gene set, respectively (Figure 6B). These observations show that while RAR/RXR enrichment is biased toward modulated genes, the presence of an RAR/RXR binding region in the vicinity of a TSS does not predict accurately RA responsiveness. Indeed, the proportion of DE genes relative to all genes exhibiting an RAR/RXR binding region in a given distance range is maximal (26%) for genes encompassing an RAR/RXR binding region within 2.5 kb of their TSS and rapidly decreases with distance (Supplementary Figure S12, top panel). Although transient and/or undetectable transcriptional rate variations could not be ruled out, this observation suggests either that other regulatory inputs are required to achieve gene regulation or that insulation mechanisms are protecting genes from RAR/RXR-mediated transcriptional regulatory effects.

A simple but widely accepted idea postulates that early response upon transcription factor activation is a good indicator of its direct transcriptional effect. To further assess the association between RAR/RXR binding and RA-induced gene transcriptional modulation, we analyzed all time points of the differentiation kinetic individually and distinguished between up- and down-regulated genes. Results presented in Figure 6C highlight the time dependent decrease of the association between gene up-regulation and presence of an RAR/RXR binding region in the vicinity of the TSS. While at 6 h after RA stimulation, nearly all up-regulated genes (91%) exhibit an RAR/RXR binding region within 20 kb around their TSS, only 40% of the genes up-regulated at 48 h after RA stimulation does. Strikingly, down-regulated genes exhibit an opposite behavior with a significant time-dependent increase of RAR/RXR binding regions associated genes from 29% at 6 h to 55% at 48 h. A statistical analysis of the difference in distance distribution for up- versus down-regulated genes (Supplementary Figure S13), strongly suggests that early-detected down-regulatory events are often independent of RAR/RXR-mediated transcriptional effect.

The time-dependent increase in the number of down-regulated genes associated with RAR/RXR binding may seem paradoxical at first sight, but can be accounted for as follows. The mRNA level of a specific transcript is not a direct measure of the gene's transcriptional activity, but integrates multiple biological processes, namely transcription initiation, elongation, pre-mRNA processing, and mRNA degradation. In particular, a decreased transcription rate can only be observed as a decreased mRNA level after a delay related to the transcript half-life. Therefore, many down-regulations we observe at 48 h may in fact result from earlier RAR-mediated repression events.

Although informative, individual time point expression analysis does not capture the dynamics of the biological response. We therefore performed a clustering analysis of all genes exhibiting a significant differential expression relative to the untreated condition. This analysis identified 12 different classes that mostly recapitulate the main steps leading pluripotent cells to a PrE differentiated state (Figure 6D). Clusters 10–12 encompass down-regulated genes among which most if not all genes that are responsible for pluripotency maintenance (e.g. Sox2, Pou5f1, Nanog, Zfp42). By contrast, clusters 1–9 contain genes associated to the PrE differentiation process, and are strongly reminiscent of the sequence of molecular events identified in vivo (Gata6, Gata4, Sox7, Sox17, Lamb1). Interestingly, the transition of F9 cells from an undifferentiated to a PrE differentiated state is accompanied by a down-regulation of Fgf4 and a parallel raise of its cognate receptor Fgfr2, thereby recapitulating in a cell autonomous manner the in vivo PrE differentiation process.

We next analyzed the distribution of the distance of the closest RAR/RXR binding region relative to the TSS in the various expression classes. Results presented in Figure 6E show significant differences between classes and, in agreement with the previous analysis, highlight the close physical association between RAR/RXR binding regions and TSS of genes exhibiting rapid up-regulation (clusters 1 and 2) and late down-regulation (cluster 12).

Integration of RAR-dependent transcriptional regulation in differentiating F9 EC cells

In embryonic pluripotent cells, pluripotency maintenance and inhibition of differentiation are supported by a group of transcription factors working in a coordinated manner (7, 26). To better assess the role of RA-dependent signaling pathway in the exit of pluripotency and triggering of differentiation, we analyzed how RAR/RXR-dependent signaling was integrated with the activity of other key transcription factors to achieve a precise regulation of gene expression. For that purpose, we used the previously described approach to assess occupancy profiles dependency, and tested independence between various cis-regulatory features and expression clusters. Results are shown in Figure 7. As previously described, early up-regulated and down-regulated genes are both characterized by their association with core pluripotency/self renewal factors such as SOX2, NANOG and POU5F1. However, they could be further distinguished by their association with a group of factor encompassing MYC, MYCN and ZFX that exhibit a specific enrichment in the regulatory region of down-regulated genes (26, 69), thereby validating our methodology. More subtle expression profile variations are associated with specific combinations of TCF3, SMAD1 and STAT3 binding sites. Notably, these transcription factors are not transcriptionally modulated in RA-treated F9 cells but are known mediators of the genomic action of extracellular signaling pathways (WNT, BMP and LIF, respectively) modulated upon RA stimulation (Supplementary Figure S11 and Supplementary Table S3).

Most interestingly, clusters 1 and 2 and 10–12 are also associated with RAR/RXR binding sites, but could be distinguished by the dynamic occupancy of these sites. Genes assigned to cluster 1 are characterized by an early but tran-
Figure 7. Gene expression profiles and associated regulatory region features. The results are shown as the association score between specific gene expression cluster assignment and presence of the indicated feature within a 40 kb window centered on the annotated TSS. Each bar represents the enrichment of the indicated feature in each cluster with respect to all differentially expressed genes and represents the log odds ratio and 95% confidence interval as computed by Fisher’s exact test. The red and green bars correspond to the significantly enriched and depleted features, respectively.
sient up-regulation and by their physical association with early bound RAR/RXR binding sites (clusters A–F). In contrast, genes assigned to cluster 2, which are characterized by an early and sustained up-regulation, are associated with RAR/RXR regions exhibiting sustained or induced occupancy over time (clusters C–I) and display weak but significant enrichment in Sox17 binding event. Moreover, genes assigned to cluster 3, which are characterized by a slow or delayed up-regulation, are independent of core pluripotency/self-renewal factor presence but as previously noted for cluster 2, associated to RAR/RXR binding regions exhibiting sustained or induced occupancy over time and to Sox17 bound regions. While the gene expression clusters that are characterized by an early up-regulation (clusters 1–3) or a down-regulation (clusters 10–12) exhibit specific association patterns with cis-regulatory events, genes assigned to clusters characterized by late up-regulation (clusters 4–9) which encompass most PrE differentiation associated genes, are less clearly defined, most likely due to the lack of binding data in differentiating ES and EC cells for most transcription factors except RAR/RXR, POUSF1 and SOX17. However, it is worth noting that these clusters are all (except for cluster 8) characterized by their significant association with POUSF1 and SOX17 binding sites identified in RA-treated F9 cells in agreement with their gene content. This observation is in agreement with the recently demonstrated function of POUSF1 in primitive endoderm differentiation and its relocation following partner exchange (40,70). Furthermore, our analysis highlights the modest but statistically significant enrichment of clusters 3 and 6 in TCFCP2L1 and KLF4 binding, suggesting that these transcription factors which are constitutively expressed or induced in RA-treated EC cells respectively, may be involved in the differentiation process.

Altogether, these results highlight the link between RAR/RXR binding dynamic and gene expression profiles and demonstrate the close functional relation between RAR/RXR and the core pluripotency factors network and to a lesser extent between RAR/RXR and differentiation-associated factors (i.e.; Sox17, Pou5f1). Furthermore, they suggest that RA dependent RAR/RXR activation globally counteracts core pluripotency factors action and cooperate with differentiation factors in differentiating F9 cells.

**DISCUSSION**

Previous contributions demonstrated that RAR/RXR heterodimers are the functional unit transducing retinoid signal during RA-induced PrE differentiation of F9 EC cells (71,72). In this study, we identified and characterized the RAR/RXR heterodimers binding site repertoire throughout the first 48 h of the PrE differentiation process and investigated how binding site occupancy varies over time. We showed that a significant proportion of the more than 13000 identified RAR/RXR heterodimers binding sites exhibit loci specific occupancy profiles that differ in their initial occupancy level and/or time-dependent occupancy pattern. The characterization of these dynamically occupied binding sites shows that occupancy variations are likely resulting from multiple and interlaced molecular mechanisms acting at different time scales and on multiple binding parameters, ultimately resulting in the precise implementation of cell specific genetic program.

Altogether, our observations and published data lead us to propose an integrated model of RAR/RXR binding dynamics during RA-induced PrE differentiation of F9 EC cells (Figure 8). In view of their extensive similarities with ES cells, we propose that this model also applies to RA-induced differentiation of this later cell type.

The classical model for the action of nuclear receptors postulates that a major effect of ligand-dependent activation is to convert preexisting DNA-bound NR dimers from an inhibitory to an activating complex. As previously reported in ES cells (22) and by contrast with this model, we show that the most evident consequence of RA stimulation is a massive increase in the number of RAR/RXR bound genomic loci within 2 h of treatment. Hence the widely accepted mechanism of repression by unliganded RAR operates at most on a limited fraction of the retinoid target sites. Furthermore we found that a majority of the binding sites bound upon RA stimulation are initially occupied by non-RAR RXR heterodimers. Indeed, we show that in absence of RA, while most RAR/RXR binding regions identified in the early phase of RA stimulation show only weak or even undetectable level of RAR subunit occupancy, they already exhibit significant binding of RXR subunit indicating that RAR/RXR binding sites are primarily occupied by non-RARs/RXRs dimers and that the RXR dimeric partner is likely ‘exchanged’ upon RA stimulation. Notably, a similar process has already been described for PPARG/RXR binding sites in an in vitro model of adipocyte differentiation (73), suggesting that this phenomenon may be a general feature of RXR heterodimers binding. In this study, the authors found that PPARG/RXR binding region are primarily occupied by non-PPAR/RXR dimers and that PPARG subunit recruitment occurs after several days, following PPARG induction and the increased production of endogenous PPARG agonist. The characteristics of our system significantly differ from this model of adipocyte differentiation as F9 cells constitutively express RARA and RARG paralogs and respond to an exogenous RA stimulation (hence the difference in exchange kinetic). In both systems however, the ligand seems to play a crucial role in inducing the exchange process. Additional binding studies of potential RXR partners are required to further substantiate this exchange hypothesis and identify RXR partner(s) if any. Yet the previously described non-genomic effect mediated by RA-activated RARs may provide a molecular basis for this observation. Indeed, several studies demonstrated that RA stimulation activates p38 MAP kinase in an RAR-dependent manner and triggers a phosphorylation cascade resulting in RARA and RARG phosphorylation and increased interaction with their target sequences (52,58). RA-dependent RAR subunit recruitment is therefore likely reflecting the increased ability of phospho-RAR/RXR heterodimers to interact with DNA. Furthermore, RXR subunit is also a downstream target of MAP kinase (74) and its phosphorylation may favor RAR/RXR heterodimer formation or disrupt non-RAR/RXR dimers.

Why a significant number of sites are nevertheless significantly occupied by RAR/RXR in absence of RA remains unclear but may reveal the presence of a limited pool of
DNA-binding-competent RAR/RXR heterodimers. Alternatively, these binding sites may be associated with particular transcription factor binding patterns, chromatin structures and/or epigenetic markings which could participate in creating a favorable environment for RAR/RXR binding through direct physical interactions or other molecular mechanisms. In agreement with this last hypothesis, our data demonstrate that multiple RAR/RXR binding sites in F9 cells coincide with ESRRB and NR5A2 occupied sites in ES cells, and that these sites are associated with a higher RAR/RXR basal occupancy level. The decreased RAR/RXR binding in Esrrb KD F9 cells strongly suggests the existence of such a cooperative binding. The exact mechanism remains to be established on a case-by-case basis to take into account the particular composition and spatial configuration of response elements under each peak.

One longstanding issue in the field of gene expression regulation deals with the identification of the molecular mechanisms that lead to the selective expression of genetic information. In the case of RAR/RXR, the characterization of the various RAREs provides the molecular basis for a specific interaction with DNA but does not explain tissue or cell specific response to RA stimulation. The identification of RAR/RXR binding sites throughout the PrE differentiation process of F9 cells enabled us to address this issue by comparing molecular features associated with genomic loci occupied in undifferentiated versus differentiated cells. Notably, genomic loci exhibiting a maximum occupancy level in the early phase of the RA-induced PrE differentiation process are best characterized by an increased relative prevalence of the DR0 motif often associated with a significant enrichment in pluripotency-associated transcription factors binding sites. By contrast, genomic loci reaching their maximum occupancy in the late phase of the differentiation process are characterized by a decreased prevalence of DR0 motif and an increased relative prevalence of the classical RARE-associated motif DR5, as well as by a depletion in pluripotency-associated transcription factors binding sites and a significant enrichment in the PrE-associated transcription factor SOX17 binding (Figure 5, compare clusters A–D with clusters G–I). While the precise molecular mechanism supporting this observation remains elusive, our data clearly suggest the existence of a cooperative DNA binding mechanism between RAR/RXR and Sox17, as attested by the decreased RAR binding in RA treated Sox17 KD F9 cells (Figure 5C). Nevertheless this mechanism is clearly not the only one at work, as we also showed that the RAR/RXR binding site located downstream of the Cyp26a1 locus displays a late RAR/RXR occupancy profile and is Sox17-independent (Figures 2E–H and 5C left panel).

Furthermore, our integrated cistromic/transcriptomic analysis provides original observations on the transcriptional consequences of RAR/RXR relocation upon RA stimulation of F9 cells. Our results indeed suggest that RAR/RXR activation globally counteracts core pluripotency factors action in pluripotent cells and cooperates with differentiation-associated transcription factors to repress pluripotency and induce PrE differentiation (Figure 7). The elucidation of the molecular mechanisms supporting these observations will require the acquisition of dynamic binding data for pluripotency- and differentiation-associated transcription factors throughout the differentiation process to precisely identify the sequence of events.

More broadly, our study provides important hints for the understanding of the cell or tissue specific response to RA stimulation by strongly suggesting that RAR/RXR binding site selection and consequently RA-induced gene specific expression modulation are closely associated with the binding of master regulators that define the cellular identity.

As hypothesized, our results support the idea that the interaction with DR0-containing regions is favored in undifferentiated pluripotent embryonic cells and that the differentiation process is accompanied by a drastic reorganization of RAR/RXR binding repertoire. They also raise the questions of the role of DR0 motifs in regulatory region of pluripotency-associated genes and of the molecular mechanisms supporting the relocation of RAR/RXR binding sites from DR0- to DR5-enriched regions.

Notably, DR0 motif is the known binding motif for several nuclear receptors that are modulated during RA-induced PrE differentiation, namely the orphan nuclear re-
ceptors GCNF and COUP-TFs and II (75). All three receptors are indeed induced upon RA stimulation; most likely through the direct action of RAR/RXR heterodimers as they all exhibit RAR/RXR binding in the vicinity of their respective TSS (Supplementary Figure S11 and Supplementary Table S3). They are also known as important factors in driving pluripotent cells toward differentiation by repressing expression of the pluripotency-associated genes Pou5f1 and Nanog (76–80) through an interaction with DR0-containing regulatory elements. The detailed analysis of Pou5f1 proximal promoter region demonstrated that this region indeed encompasses a composite HRE formed by the overlap of a DR1 and a DR0 motif, and recognized by RAR/RXR, ERBB2 (26), NR5A2 (27), COUP-TFs (76) and GCNF (78) (Supplementary Figure S14). The RA-induced increased expression of COUP-TFs and GCNF was shown to displace RAR/RXR heterodimers and to induce the transcriptional repression of Pou5f1 expression. Importantly, active repression was followed by epigenetic silencing through the GCNF-dependent recruitment of the de novo methyltransferases DNMT3A-B and active de novo methylation of Pou5f1 proximal promoter (81,82). Notably, COUP-TF1 was also shown to be able to recruit DNMT3A-B, although in another cell system (83).

The described molecular mechanism supporting Pou5f1 down-regulation and RAR/RXR release from its proximal promoter region provides a seducing explanation for the observed decrease of DR0 prevalence in lately occupied regions. The analysis of the binding site repertoire of GCNF and COUP-TFs orphan receptors in differentiating pluripotent cells will be required to further substantiate this hypothesis. However, our results and previous studies cited above highlight the pivotal role of DR0 motif in nuclear receptor-associated pluripotent cell decision process to differentiate or to maintain undifferentiated pluripotent state. Indeed, all nuclear receptor superfamily members involved in pluripotency maintenance and somatic cell reprogramming, or exit from pluripotent state and differentiation, are all able to interact with either DR0 motif or single monomeric core encompassing a 5’ TCA extension also referred to as SF1 response element (SFRE). Whether the capacity of RAR/RXR heterodimers to participate in somatic cell reprogramming process (9) rely on their ability to interact with DR0 remains to be formally demonstrated but may provide a tempting although partial explanation of this paradoxical observation.

CONCLUSION

The data we collected in this work provide a picture of unprecedented detail of RAR/RXR location throughout primitive endoderm differentiation. Our data confirm the previously observed ligand-induced RAR subunit occupancy increase but highlight the occupancy of RAR/RXR binding sites primarily by non-RARs/RXR dimers. Our study also demonstrates the redistribution of RAR/RXR binding sites during the RA-induced PrE differentiation process. This observation enables us to propose a coherent scenario that explains the transition between undifferentiated cell types (where RAR/RXR binds predominantly to DR0) and differentiated cell types, where RAR is known to bind to canonical (DR1, DR2, DR5) elements. Altogether, our data show that the selection of RAR/RXR binding sites and the control of their occupancy level integrate several mechanisms and are associated with the expression and binding of master transcription factors that define cell identity.

DATA ACCESS

The data have been submitted to the NCBI Gene Expression Omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo/) under accession No. GSE56893.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.

ACKNOWLEDGEMENT

The authors would like to thank B. Jost, C. Keime and the members of the IGBMC (Strasbourg, France) sequencing platform for ChIP sequencing library preparation and Solexa sequencing; J. Lachuer, F. Barbet and the members of the ProfileXpert sequencing platform (Lyon, France) for RNA-seq libraries sequencing and J. Moore (Fluidigm Corporation, South San Francisco, California 94080, USA) for technical help with DE genes RT-qPCR validation. We also would like to thank I. Masse for establishing RAR and RXR ChIP protocol and M. Paris, B. Boussau, O. Gandrillon, S. Gonin-Giraud, F. Flamant for critical reading of the manuscript and fruitful discussions. This work was performed using the computing facilities of the CC LBBE/PRABI.

FUNDING

P.V. was supported by a fellowship of the Fondation pour la Recherche Médicale, Agence Nationale pour la Recherche [ANR-09-SYSC-009-02 to G.B. and F.A.B., ANR-2011-BSV8-023-02 to G.B.]; Institut National du Cancer [PLBIO08–083 to G.B.]. Funding for open access charge: Centre National de la Recherche Scientifique. Conflict of interest statement. None declared.

REFERENCES


