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Abstract—The increasing use of machine learning (ML) in public administration requires that we think carefully about the political and legal constraints imposed on public decision making. These developments confront us with the following interrelated questions: can algorithmic public decisions be truly ‘public’? And, to what extent does the use of ML models compromise the ‘publicness’ of such decisions? This article is part of a broader inquiry into the myriad ways in which digital and AI technologies transform the fabric of our democratic existence by mutating the ‘public’. Focusing on the site of public administration, the article develops a conception of publicness that is grounded in a view of public administrations as communities of practice. These communities operate through dialogical, critical and synergetic interactions that allow them to track—as faithfully as possible—the public’s heterogeneous view of its interests, and reify these interests in decision making. Building on this theorisation, the article suggests that the use of ML models in public decision making inevitably generates an impoverished publicness, and thus undermines the potential of public administrations to operate as a locus of democratic construction. The article thus advocates for a reconsideration of the ways in which administrative law problematises and addresses the harms of algorithmic decision making.
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1. Introduction

The use of algorithmic—including machine learning (ML)—models in public decision making to assist or replace human administrators in their routine
decision-making tasks, has garnered much attention in recent years. Such uses are prevalent in eg predictive policing, criminal justice, social welfare and immigration. See generally Cary Coglianese and Lavi M Ben-Dor, ‘AI in Adjudication and Administration’ (2021) 86 Brook L Rev 791; Kiran Stacey, ‘UK Officials Use AI to Decide on Issues from Benefits to Marriage Licences’ The Guardian (25 October 2023) <www.theguardian.com/technology/2023/oct/23/uk-officials-use-ai-to-decide-on-issues-from-benefits-to-marriage-licences> accessed 5 July 2024. In this article, I focus on administrative rather than judicial decision making, and limit my focus to public administration within the state, setting aside public decision making with transboundary implications and public administration at the global level.

1 Such uses are prevalent in eg predictive policing, criminal justice, social welfare and immigration. See generally Cary Coglianese and Lavi M Ben-Dor, ‘AI in Adjudication and Administration’ (2021) 86 Brook L Rev 791; Kiran Stacey, ‘UK Officials Use AI to Decide on Issues from Benefits to Marriage Licences’ The Guardian (25 October 2023) <www.theguardian.com/technology/2023/oct/23/uk-officials-use-ai-to-decide-on-issues-from-benefits-to-marriage-licences> accessed 5 July 2024. In this article, I focus on administrative rather than judicial decision making, and limit my focus to public administration within the state, setting aside public decision making with transboundary implications and public administration at the global level.


be truly ‘public’? And, to what extent does the use of ML models compromise the publicness of public decision making and decisions? These questions are part of a broader inquiry into the myriad ways in which digital and artificial intelligence technologies transform the very fabric of our democratic existence by mutating the ‘public’.8

The main claim I advance in the article is two pronged. First, I offer to view public administrations as important sites of democratic construction insofar as they maintain a quality of publicness. To make this argument, I offer a theory of publicness that is tailored to the arena of public administration, and explain the importance of this attribute for the potential of bureaucracies to function as coherent entities in modern democratic states. Secondly, I argue that the increasing deployment of ML technologies compromises the publicness of administrative decision making and decisions to generate an impoverished publicness and thereby destabilise this site’s democratic potential.

Together, these two prongs contribute to thinking in the fields of law & technology, public law theory & democratic jurisprudence and administrative law. To the first, the article cautions that the challenges that it identifies are likely to persist even where technological advancement will allow the overcoming of concerns that relate to the bias and opaqueness of ML models, which currently occupy much of the literature. To the second, it offers a view of publicness that complements parallel treatments of this concept, but that is tailored to the specific site of public administration and its unique features, and is also well suited to address the challenges that bureaucracies face today in the advent of technological developments. To the last, it highlights administrative law’s existing limits in fully addressing the plights of algorithmic decision making, and points to novel sites for regulatory intervention.9

The arguments the article puts forward unfold as follows. Section 2 addresses the first prong of the argument. It theorises what publicness means in the context of public administration—as both a norm and an institutional practice. Publicness in this account centres on the web of interactions between public administrators themselves and between them and the public’s elected representatives. It is theorised as an attribute that relates to public administrations’ praxis of decision making and to their decisional outcomes. Briefly, it is grounded in a view of public administrations as ‘communities of practice’10 that operate through dialogical,

---

8 See also as part of this inquiry, Neli Frost, ‘The Global ‘Political Voice Deficit Matrix’” (2023) 21(4) ICON 1041.


10 Etienne Wenger, Communities of Practice: Learning, Meaning, and Identity (CUP 1998).
critical and synergetic interactions driven not only by explicit knowledge, but also by tacit, practical forms of knowledge. Publicness is further grounded in the view that this unique feature of the fabric and operations of public administrations potentially allows them to track—as faithfully as possible—the public’s intricate view of its interests and to produce decisions that reify those interests.

This theory of publicness is grounded in a theory of democracy that explains its normative value. The normativity of publicness lies in the claim that it imbues public administration—that unelected, democratically suspect stratum of state functionaries—with democratic legitimacy by institutionalising the neo-republican ideal of liberty as non-domination within the bureaucracy. Publicness is also grounded in a theory of the state that helps frame its ontology. I draw here on the work of Martin Loughlin, and his account of power, politics and representation, to explain the political and institutional constraints in which public administrations operate and which shape their task of governing. Importantly, my concept of publicness is equally grounded in empirical accounts of how public administrations operate in practice, which demonstrate its plausibility. I draw here on literature in both law and political science that empirically examines the nature of interactions between public administrators themselves and their interactions with the public’s elected representatives.

The article then proceeds in section 3 to address the second limb of the argument that problematises the use of ML models in public administration. I begin here by situating the claim in the broader literature on algorithmic public decision making, and offer an overview of the types of normative concerns that have attracted legal scholars’ attention in this context. I then move to offer a different problematisation that draws on my analysis of publicness and the necessary conditions for its viability. Here, I suggest that the use of ML models in public administration is malignant to the operations of communities of practice. The claim, in brief, is that the knowledge and operational logic of ML models is largely incompatible with the types of knowledge and interactions that drive communities of practice. ML models thus undermine the quality of publicness, so that public decision making that incorporates these models will feature an impoverished publicness. On this account, publicness is not only deeply political, but also deeply human. I conclude with the observation that if this is the case, the analysis of publicness should inform how we shape the law that regulates ML systems.

2. A Tailored Theory of Publicness

The notion of publicness (much like that of the ‘public’\textsuperscript{13}) is a foundational element of democratic governance. It is also, however, multi-dimensional, and links


\textsuperscript{12} Martin Loughlin, \textit{The Idea of Public Law} (OUP 2004).

\textsuperscript{13} Jürgen Habermas, \textit{The Structural Transformation of the Public Sphere: An Inquiry into a Category of Bourgeois Society} (Thomas Burger tr, MIT Press 1991).
to the ideal of democracy through many nodes which have been the object of much political and legal theorising. Often referred to as ‘publicity’, publicness has been theorised in relation to different sites of democratic construction, as a feature of, for example, political action, public discourse and law. These theorisations have infused the vague concept of publicness with content or meaning that derives from the specific attributes of the site in which it is theorised. In all of these sites, however, publicness functions to create or bolster democratic legitimacy by ensuring the public’s potential to continuously shape political structures and outcomes.

The article joins these accounts of publicness, but theorises its meaning in yet another potential site of democratic construction, albeit a particularly contentious one. It focuses on public administration, which is a key institutional feature of modern democracies, yet one in which the ideal of democracy as ‘rule by the people’ runs into considerable difficulties. Indeed, the democratic nature of the bureaucracy has been subject to much scrutiny and debate. Exploring the idea of publicness in this context thus aims to supply a democratic justification for the bureaucracy, which merges democratic theory, theories of the state and knowledge about the practical realities of public administrations’ operations. Such a justification is particularly timely in light of the novel challenges that bureaucracies face in the advent of technological developments.

The concept of publicness that I put forward moves beyond references to prominent principles that are usually enlisted in either defence or critique of the democratic nature of the bureaucracy, such as transparency, legality, rationality or proportionality of public decision making and decisions. Rather, it is grounded

14 See eg the Kantian principle of ‘publicity’ introduced in Perpetual Peace, in the form of a ‘publicity test’: ‘All actions relating to the right of other human beings are wrong if their maxim is incompatible with publicity.’ Immanuel Kant, Toward Perpetual Peace and Other Writings on Politics, Peace, and History (Pauline Kleingeld ed and intro, David L Colclasure tr, Yale UP 2006) 104 (8: 381).

15 John Stuart Mill employed the concept—like Kant—to denote the value of transparency, but used it also in relation to public discourse and not only government action. John Stuart Mill, Considerations on Representative Government (Parker and Bourn 1861) 109–10. See also Hannah Arendt, The Human Condition (2nd edn, University of Chicago Press 1958); Habermas (n 13); Nancy Fraser, ‘Rethinking the Public Sphere: A Contribution to the Critique of Actually Existing Democracy’ (1990) 25 Social Text 56, 74–7; Iris Marion Young, Inclusion and Democracy (OUP 2000) 169–70.


17 For example, publicness in the Kantian formulation is a descriptor for desired features of political action by those in power, where the notion of ‘public’ is not the opposite of ‘private’, but rather the opposite of hidden or undisclosed: desired political action is open, communicable, transparent or knowable to the public. See Kevin R Davis, ‘Kantian “Publicity” and Political Justice’ (1991) 8 History of Philosophy Quarterly 409. See also Domingo García-Marzá and Castello de la Plana, ‘Kant’s Principle of Publicity: The Intrinsic Relationship Between the Two Formulations’ (2012) 103 Kant-Studien 96. In Hannah Arendt’s and Jürgen Habermas’s accounts of the ‘public realm’ and the ‘public sphere’, ‘publicity’ also captures the essence of politics as a mode of existence that takes place in the space between plural consociates through dialogical interactions, the presentation of diverse viewpoints, and reason-giving. See Arendt (n 15); Habermas (n 13). In the work of Nancy Fraser and Iris Marion Young, ‘publicity’ refers not only to the process of public discourse and accessibility thereof, but also to its substance: to its attention to matters that are of concern to everyone or that relate to a common good of a democratic community. See Fraser (n 15); Young (n 15). In the work of Jeremy Waldron and Benedict Kingsbury, ‘publicity’ was replaced by ‘publicness’, and evolved to denote an aspiration for, or quality of, law in a democracy. See Waldron (n 16); Kingsbury (n 16).

in a view of public administrations as communities of practice, centring on the types of interactions fostered within these communities and on the types of knowledge they require. It suggests that these communities, their interactions and knowledge cultivate a culture and ethos of decision making that underpin the bureaucracy’s potential to track (as faithfully as possible) the public’s heterogeneous view of its interests, so as to perform the democratic function of producing decisions that reify these interests (to the best extent possible).

This account of publicness, on which I expand below, is underpinned by theories of democracy and a theory of the state. These theories help explain why publicness is important, but also why it is at all plausible—why it is coherent with the framework of the modern democratic, administrative state. Beginning with its importance, a bureaucracy that has the potential to track the public’s heterogeneous view of its interests and to produce decisions that reify them is one that can institutionalise the neo-republican ideal of liberty as non-domination. While the notion of publicness that I endorse may indeed align with other visions of democracy, neo-republicanism offers a particularly strong normative grounding for it. Briefly, neo-republican theory offers a conception of democracy that is not principally averse to the idea of an interventionist administrative state. It does, however, grant democratic legitimacy to exercises of power by unelected officials if these are subject to the polity’s influence and control such that decisional outcomes continuously track the polity’s view of its interests. Neo-republicanism, then, perhaps contrary to competing theories of democracy, prioritises the potential of, and sets a framework for, political communities to constitute themselves as publics. The notion of publicness that I offer caters precisely to that aim. Public administration that features publicness would thus function as a site of democratic construction, in which (along with other sites) political communities are able to self-constitute as publics.

The view of publicness as grounded in the *modus operandi* of public administrations, their praxis of decision making and in the features of their decisions is also importantly undergirded by a particular view of the very nature, purpose and constraints of public administrations that characterise them as institutions of the state. This institutional view draws primarily on the work of Martin Loughlin. Loughlin illuminates the irreconcilable tension that characterises the activity of governing, between the promotion of community well-being on the one hand and preserving individual autonomy on the other. According to Loughlin, it is this inherent discord in the act of governing that gives birth to the practices of politics:

19 See Pettit, *On the People’s Terms* (n 11) and Pettit, *Republicanism* (n 11).
20 My theory of publicness also aligns with Chantal Mouffe’s agonistic theory of democracy. See Chantal Mouffe, *On the Political* (Routledge 2005). I focus, however, on neo-republicanism because it offers a more concrete vision of how agonistic spaces help constitute political communities as publics.
21 See a summary of Pettit’s theory in Pettit, *On the People’s Terms* (n 11) 293–310. See also Pettit, *Republicanism* (n 11) 55.
22 Bureaucracies are not exclusively a feature of the state but also of supranational organisations, as scholars of global governance would point out. See generally Benedict Kingsbury, Nico Krisch and Richard B Stewart, ‘The Emergence of Global Administrative Law’ (2005) 68 LCP 15.
23 Loughlin (n 12) ch 2.
to those practices rooted in conflict through which people collectively mediate between different, often opposing visions of how they should live. Loughlin addresses this discord by suggesting that when the practices of politics are institutionalised through structures of authority—as is the case in modern representative democracies—they also generate a ‘power to’: the power of a people to act in concert as a public, and to channel political conflict into political ends. Yet, while this channelling affords public decision making its ‘public’ nature, and gives rise to a distinct form of public agency, it is still plagued by the absence of unequivocal and commanding benchmarks that effectively guide the fundamental choices that public decision makers need to make between community members’ rival interests and ideals. Loughlin terms this existential political predicament the ‘brokenness of politics’, emphasising that the public interest is not monolithic, but rather inherently and irreparably dialectic and contentious.

Loughlin’s analysis thus frames the existential predicament of public administrations that prescribes their unique modus operandi, and on which the theory of publicness builds: the predicament of needing to make choices about public policy in the absence of undisputable instructions from the electorate about which choices to make. In the absence of a monolithic vision of public interests that can simply be identified as such, the task of public decision makers becomes one of tracking the public’s non-coherent, non-static view of its interests, and of producing decisions that can best reify these interests. The complexity of this endeavour designates public decision making as a practical activity that is directed by experience and underpinned by a ‘prudential method’—by reasoning that is guided by rules, but the precise meaning and application of which is necessarily sensitive to, and navigates between, dynamic and changing circumstances. This prudential method best enables tracking—as faithfully as possible—the public’s intricate view of its interests.

Loughlin’s theory thus frames the practical and institutional constraints within which public administrators operate, and therefore scaffolds the ontology of publicness as an attribute that is defined by reference to the unique features and functions of the bureaucracy. This ontology breeds two important questions: how do the prudential methods of public decision makers look like as a praxis? And how do they generate conditions under which it is possible to best track the public’s complex and heterogeneic view of its interests in order to remain faithful to the public and satisfy the ideal of liberty as non-domination?

24 ibid 156.
25 ibid ch 3.
27 Loughlin (n 12) 156.
28 ibid 163.
30 Downs (n 29); Loughlin (n 12) 157.
31 Loughlin (n 12) 152.
I suggest that the answers may lie in the vision of public administrations as communities of practice that feature certain types of knowledge, certain types of interactions and certain types of decision-making practices. The notion of communities of practice originates in the work of Jean Lave and Etienne Wenger, on which Wenger then expanded. It describes ‘the communities through which individuals develop and share the capacity to create and use knowledge’, and involves processes in which people actively partake in communities’ social practices and through which they construct ‘identities in relation to these communities’.

The notion of publicness that I offer extends Wenger’s ideas to describe the institutional context and culture in which a dialogical, co-ordinative, synergetic and responsive engagement can take place between public administrators themselves, and between them and the public’s delegates—who together represent the state. This vision, however, is not purely a theoretical one. It maps onto the material realities of public administrations as communities of experts as these are described in extensive empirical literature in both law and political science. One important contribution to this view is the work of Elizabeth Fisher and Sydney Shapiro on administrative competence and expert administrative capacity. Public administrations are described in Fisher and Shapiro’s account as communities of experts that operate on the basis of dialogical, relational principles. These enable the co-ordination of a range of skills, knowledge practices and experiences within an institutional context and culture that form the fabric of public administration and that require ongoing cross-talk and exchange of countering views and critiques. This is a thick view of administrative expertise that moves away from the thin imagination of public administration as either a mechanical, technocratic endeavour or as undercover politics.

On this account, administrative expertise is not an individual expertise, but rather a synergetic, institutional expertise that is more than the sum of its parts. It consists not only of formal training and ‘explicit knowledge’, but, more importantly, of ‘tacit knowledge’ that is produced through the social process of constant deliberation, critical reflection and deep institutional immersion. Originating in the work of Michael Polanyi, the term ‘tacit knowledge’ refers to an embodied
form of assimilated knowledge, or ‘know how’. It is a practical form of knowledge rather than a technical one: it cannot be learned, taught or articulated through structured or mechanical rules, but can only be acquired and applied through action. It is—together with technical knowledge—constitutive of any skill, and is underpinned by a personal familiarity with nuances and standards of behaviour, which could only be communicated through and obtained by continuous practice and experience. Polanyi exemplifies this idea in reference to art:

Rules of art can be useful, but they do not determine the practice of an art; they are maxims, which can serve as a guide to an art only if they can be integrated into the practical knowledge of the art. They cannot replace this knowledge.

Tacit or practical knowledge is thus the type of knowledge that, together with explicit knowledge, underpins the prudential method of decision making. It is a communal knowledge, involving a profound familiarity with the system’s culture and its ‘informal moral taxonomies’ and ‘conventional wisdoms’, as well as a capacity to exercise reasoned analysis and contextual judgments that fit within the legislative frameworks by virtue of which the system was made. The tacit knowledge of public administrators can thus be equated to a form of craftsmanship or a local knowledge of a ‘vernacular’ character; a set of professional skills embedded in practice, and based as much on intuitions, implicit learning, contextual insights, awareness, effective communication, critique and argumentation as they are on structured method and formal training. These insights, awareness and praxis of critique and argumentation are ‘local’, in the sense that they all have their own structures of meaning embedded in webs of significance that are created by public administrators who partake in them, and in which their administrative expertise partly lies.

This form of administrative expertise is further characterised by Fisher and Shapiro as an inherently co-ordinated one, involving the amalgamation of a multiplicity of expertise types which all involve tacit forms of knowledge, such as ‘interactional expertise’ (the ability to master the language of a domain without, necessarily, the capacity to practice it) or ‘decision-making expertise’ (the ability to reconcile conflicting evidence and perspectives in order to produce

---

42 Polanyi (n 40) 54–5.
43 ibid 50 (emphasis added).
44 See n 31 and accompanying text.
45 Zacka (n 36) 156.
46 Fisher and Shapiro (n 36) 52, quoting Mashaw at footnote 98 67.
47 ibid 54.
48 James C Scott, *Seeing Like a State: How Certain Schemes to Improve the Human Condition Have Failed* (Yale UP 2020) (the reference to Scott might seem perverse, given that Scott contrasts local knowledge with the ‘abstract knowledge deployed by the state and its technical agencies’, 311), but it is precisely this distinction that I want to dispel. See also Clifford Geertz, *Local Knowledge: Further Essays in Interpretive Anthropology* (3rd edn, Basic Books 1985).
49 Fisher and Shapiro (n 36) 53.
50 See Geertz (n 48) 153 (‘the community as the shop in which thoughts are constructed and deconstructed’).
It also involves the capacity to make ‘appreciative judgments’ that include an openness to search, dynamic and shifting normative evaluations of what is important and an investment of oneself in the situation. Communities of practice, in other words, operate as what Geoffrey Vickers has termed ‘appreciative systems’.

These various modes of expertise are also complemented by a more general institutional and practical expertise in overcoming political or monetary barriers in order to get things done, alongside the necessary skills to explain and justify decisions in ways that cater to their relevant legal constraints and associated normative rationales. Part of what helps create and sustain these communities of practice are a set of formal and informal institutional norms that are fostered as part of expertise, and that collectively guide public decision makers and ensure a culture of common responsiveness between them, as well as a sense of duty and professionalism. They are key to establishing the ‘characteristic modes of thought’ that are related to ‘doing’ public administration. In the US context, for example, such norms are referred to as ‘internal administrative law’. They are generated by agencies themselves to govern and supervise agency personnel as well as interagency engagement, and to generally guide the internal interactions between public administrators and different agencies. They help guarantee that public decision makers are able to execute their authority by reference to how this authority is executed by other officials.

Publicness thus lies in the ways in which these expertise types and the ongoing dialogical, critical engagements that they both foster and demand cultivate the potential to best track the public’s heterogeneic view of its interests in a given context. They do so, first, by creating the conditions under which agencies might be precluded—to the extent possible—from acting on any one administrator’s personal view of what public interests demand in any particular case. But most importantly perhaps, these knowledge practices and interactive procedures create an ethos of public decision making that allows agencies to continuously be sensitive to, and process, multiple, diverse and at times conflicting inputs from the public. They then allow public administrators to employ prudential considerations and operate successfully within the inescapable reality of dynamic and shifting politics: the reality of malleability, of conflicting and irreconcilable normative aims and of the ever-present inherent tensions between differing interests and perspectives. From the point of view of publicness, it is this ethos or culture of deliberation that gives public decision making a particular character and specificity. This ethos is characterized by a commitment to the principles of public participation, transparency, accountability, and responsibility, and it is through these principles that public decision making is differentiated from other forms of governance. It is through this ethos that public decision making is able to create a culture of common responsiveness and a sense of duty and professionalism, and it is through this ethos that public decision making is able to best track the public’s heterogeneic view of its interests in a given context.

---

54 Dorfman and Harel (n 35) 82–3; Fisher and Shapiro (n 36) 90.
58 ibid 1239, 1248, 1254, 1265.
59 Dorfman and Harel (n 35) 83.
60 Fisher and Shapiro (n 36) 94.
of decision making that matters, insofar as it nurtures a particular environment within which specific decisions—ranging from bigger-stakes decisions to run-of-the-mill decisions—are then made, and within which the *modus operandi* of public decision making as an idiosyncratic practice is formed.61

There is, however, another crucial component to publicness that produces this potential. The capacity to track the public’s complex and dynamic view of its interests, and produce decisions that best reify them, depends not only on the expertise of and dynamics between public administrators themselves, as described above, but also, importantly, on the ongoing engagement between public administrators and their elected *political* counterparts, who represent and interact with the public in a democracy62—or, as framed by Katherine Strandburg, on the engagement between ‘agenda setters’ and ‘rulemakers’.63 This second dimension of publicness thus demands that we expand the notion of the community of practice to understand it as a space that structures integrated interactions between the administration and the legislator;64 a space in which the operations of public administrators could, on the one hand, be supervised by, guided and re-evaluated by elected political offices, and in which public administrations could influence agendas bottom-up, on the other.65

As the discussion of Loughlin’s theory has made clear, the production of decisions that best embody public interests is almost by definition an imperfect endeavour, given the existential conditions of democracies: the fictitious nature of a collective consciousness, the brokenness of politics and the need for representation.66 These existential constraints mean that decisions that reify public interests are never simply identified, but rather are produced: they emerge from interactions that generate the best conditions for their production. From this perspective, publicness requires that communities of practice involve more than horizontal deliberative exchanges, shared points of reference, co-ordinated

61 This ethos is often spoken about in the context of ‘accountability’. See eg Fisher and Shapiro (n 36) 67, where administrative accountability is treated as ‘an axiomatic feature of a polity committed to democratic constitutionalism’. Indeed, accountability is closely related to the idea embodied in publicness, of decisions being made in the name of the public. On accountability as a contested term, see Patricia Day and Rudolph Klein, *Accountabilities, Five Public Services* (Tavistock Publications 1987). In their empirical research on how accountability is perceived in different agencies, Day and Klein conclude: ‘Lastly, many members tended to define accountability in terms of their responsibility, either to the community being served or to use their own sense of what was sensible or proper: they internalized accountability, as it were, as a general duty to pursue public good according to their own criteria of what was right… They saw themselves as trustees or tribunes rather than delegates. It is this perhaps which helps explain a pattern running right across our services: the emphasis among members on seeing accountability, answerability, or responsibility as being directed to the “community” at large’ (229).

62 From a political science perspective, the administrative law lens on political control of the bureaucracy has been limited in focusing on judicial review. See Mathew D McCubbins, Roger G Noll and Barry R Weingast, ‘Administrative Procedures as Instruments of Political Control’ (1987) 3 J L Econ & Organ 243, 245. In political science, two relevant traditions stand out: ‘overhead democracy’, concerned with ‘how to reconcile the necessary existence of an unelected, technocratic, and meritorious bureaucracy with the precepts of representative democracy and government by popular will’; and ‘classic public administration’, focused on the importance of expertise for determining and executing the public will. See Samuel Workman, *The Dynamics of Bureaucracy in the US Government: How Congress and Federal Agencies Process Information and Solve Problems* (CUP 2015) 20.


64 Dorfman and Harel (n 35) 81.

65 ibid 84.

66 Loughlin (n 12).
interactions and mutual critiques amongst public administrators themselves; but also *vertical exchanges* between public administrators and the public’s elected representatives that are baked into the everyday life of public administrations and that are an essential aspect of generating public agency. These vertical interactions allow for additional sensory inputs from the public that are filtered, here, through its representation in the legislator. Such mechanisms clearly exceed the formal legislative mandates that give rise to and scaffold administrative authority. They also vary considerably between jurisdictions and particularly between parliamentary and presidential systems. While a comprehensive account of these mechanisms is beyond the scope of this article, a few examples are instructive.

In the US, for instance, research in political science highlights the ‘dual dynamics’ that characterise interactions between the bureaucracy and both Congress and the President. These dynamics are a product of top-down, bottom-up, *ex ante* and *ex post* interactions, which include, among others: oversight systems such as hearings, investigations, information and reporting requirements; budgetary constraints and reviews; or reward and sanctions of public administrators. They also include administrative procedures that generate a bureaucratic ecosystem that reflects well the political dynamics that generated policies further upstream. These latter procedures include the set of formal and informal internal administrative laws that allow the translation of political priorities into agency action, but also agency knowledge into political priorities.

Some of these procedural requirements—such as the notice and comment rules in the Administrative Procedure Act, for example—are realised in the relationship between public decision makers and affected stakeholders, but also function to ensure political direction by Congress and the President. They do so by generating ample opportunities for agenda setters to respond—even if cautiously—to agencies’ attempts to further unwelcome decisions. Another mechanism for top-down political oversight is the authorisation of advisory committees by Congress to direct administrative agencies in their decision-making processes. Although advisory committees may vary considerably in their precise operations, their overall purpose is to guarantee that regulatory debates are informed by the same perspectives that...
structure and frame legislative debates.\(^7\) Mechanisms of a similar nature exist in parliamentary systems. These include tools of ‘statutory control’—the writing of detailed legislation in order to preclude agencies from acting contrary to the interests of the legislator,\(^7\) as well as legislative review of executive policy making.\(^7\)

But an equally important aspect of this dual dynamic involves the bottom-up processes that begin with information reporting by bureaucracies and their formulation of problems that then feed into the steering prioritisation of this information by legislators in the course of agenda setting. On this view, part of the role of public administration—and part of the reason it requires a degree of autonomy—is to detect and monitor policy problems and to generate information about these problems that can be transmitted to elected officials for their consideration.\(^8\) A key feature of the interactions between the bureaucracy and elected representatives is thus that of feedback, through which administrative agencies are also able to drive and shape legislative processes.\(^8\) The authority delegated by legislators to public administrations is therefore not simply implemented by the latter. Public administrations detect and define problems within their respective spheres of operation, they generate information about these problems and this information is employed by elected politicians in policy making, which then reorients public administrations.\(^8\)

It is, then, the nature of dialectic, bidirectional, feedback-based interactions between the public’s political representatives and expert public administrators within communities of practice that underpin the praxis of prudential decision making and its quality of publicness. It is these practices, and the knowledge that informs them, that maximise the sensory input that allows a tracking of the public’s complex, dynamic view of its interests, but also its filtering through expertise in order to produce decisions that reify these interests. These very practices thus also hold the potential to mitigate the majoritarian influences that these sensory inputs may have on the production of public decisions. The aforementioned examples highlight that publicness is thus found not only in the ethos of decision making that holds back administrations from acting on their own conception of what public interests are, but also in the potential of this expertise-based ethos to

\(^7\) Huber, Shiptan and Pfahler (n 67) 332.
\(^8\) Workman (n 62) 31.
\(^8\) Cyril Benoît, ‘Legislatures and the Administrative State: Political Control, Bureaucratic Politics and Public Accountability’ in Cyril Benoît and Olivier Rozenberg (eds), Handbook of Parliamentary Studies: Interdisciplinary Approaches to Legislatures (Edward Elgar Publishing 2020) 268; Maggetti and Papadopoulos (n 74) 178.
\(^8\) Workman (n 62) 32.
mitigate the undue impact of often undemocratic legislatures captured by majoritarian politics, populism or self-interested politicians.\textsuperscript{83}

This account of publicness is thus one that seeks to amalgamate two diametrically opposed approaches to the legislator–administrator relationship: a ‘progressivist’ approach that calls to maximise an apolitical, rational-legal bureaucracy precisely because of the worry about adverse political influence and a ‘neo-democratic’ account concerned with bureaucratic accountability.\textsuperscript{84} It is the multi-dimensional nature of both interagency and legislative–administrative interactions that ensure that agency expertise, interagency dynamics and street-level knowledge counteract the undemocratic tendencies of corrupted legislators much in the same way that legislative oversight and direction counteract captured or biased administrations. Under these conditions, not only is political ‘power to’ and public agency generated, but also decisions that best reify the public’s view of its interests can emerge.

This, of course, may not always be the case, and I do not purport to theorise away the existence of many forces that may and do interfere with this potential. But it is, nevertheless, a structural potential that has material and institutional viability. The theory of publicness, then, although drawing on normative propositions, is a non-ideal theory that draws as much on plausible assumptions about politics as it does on empirical accounts of the operations of public administrations. These empirical accounts demonstrate that public administrations often do operate as communities of practice. And when they do, the unique ethos and culture of these communities offer substantial structural advantages that plausibly allow bureaucracies (even if not always) to make good on their democratising potential to reify public interests within the constraints imposed by the brokenness of politics. Public administrations, on this view, can function to institutionalise the neo-republican ideal of liberty as non-domination and thus operate as another locus for democratic construction in which political communities continuously constitute themselves as publics.

3. Algorithmic Decision Making and an Impoverished Publicness

The main argument I make in this section is that the use of algorithmic—particularly ML—models in public decision making alters the composition of communities of practices in ways that fundamentally disrupt their operations and interfere with the potential of these communities to track the public’s view of its interests

\textsuperscript{83} For a similar claim, specific to the US context (and in relation also to politically appointed heads of administrative agencies), see Jon D Michaels, ‘An Enduring, Evolving Separation of Powers’ (2015) 115 Colum L Rev 515, 543 (‘the independent and much relied-upon civil service has institutional, cultural, and legal incentives to insist that agency leaders follow the law, embrace prevailing scientific understandings, and refrain from partisan excesses. That is to say, these professional civil servants regularly do have reason to “choose” to hold agency leaders accountable.’). I disagree, however, with Michaels’s claim that ‘if the civil service … reigned supreme, administration action would be an arid technocratic endeavor largely insulated from presidential mandates and public concerns’ (554).

\textsuperscript{84} Benoît (n 81) 258. See my comment on publicness and accountability (n 61).
and reify these interests via their decision-making processes. This is a conceptual claim, which I illustrate through some examples. In disrupting the ontology of these communities, algorithmic decision making thus undermines some of the formative features of complex democratic societies built on multiple dialogical spheres of engagement, interaction and critique. The conclusion I draw here is that there is something deeply ‘public’, and therefore deeply and inherently human, about these communities.

The important point I wish to emphasise in this analysis, however, is not that communities of practice always function in optimal ways. As previously mentioned, there are ample discussions of personal or institutional biases and private interest groups that capture public administrations and of undemocratic trends that plague legislators, which together prevent communities of practice from functioning in the ways that I describe. Nor is my claim that ML models introduce challenges that we have never encountered before. Indeed, much of the literature on which my notion of publicness draws is troubled by certain accounts of human decision making that are incompatible with the features that I suggest characterise administrative communities of practice. Further, much of this literature long predates the existence of the technologies at the crux of this article. My claim, rather, is that, irrespective of these challenges, the use of algorithmic—particularly ML—models undermines the potential that does exist for public administrations to operate in ways that preserve publicness. I argue that this is because of features that are inherent to the knowledge and operational logic of these technologies. The proposition that administrative communities of practice are, by nature, deeply human does not therefore entail that when public administrations are human they necessarily function as communities of practice.

A. The Challenges of Algorithmic Decision Making

The problematisation that I offer can be contextualised within the broader literature that examines the challenges raised by algorithmic models to what may be termed democracy’s ‘judicial expressions’: those legal principles that give effect to, and institutionalise, the political ideal of democracy in our daily lives. As a phenomenon, algorithmic public decision making is neither novel nor homogeneous. For our purposes here, I briefly describe what legal scholars typically talk about when they concern themselves with this phenomenon. Broadly speaking, algorithmic public decision making refers to the use of computational (often ML) models by the judiciary and by administrative agencies to complement or replace parts of those decision-making processes that constitute the everyday

---

86 See eg Oakeshott’s preoccupation with rationalist politics and their drying up of the mind, Oakeshott (n 41) 31; Polanyi’s critique of the obsession with objectivist epistemology, Polanyi (n 40); and Vickers’s worry about technical rationality, Vickers (n 52).
lives of these institutions and that were previously handled manually.\textsuperscript{88} The subject of inquiry, therefore, is not only the computational model or mathematical construct itself, but rather the ‘sociotechnical assemblage’ within which the model is embedded.\textsuperscript{89}

To offer one well-known example, the COMPAS risk-assessment tool is an algorithmic model whose purpose is to statistically predict the likelihood that a criminal defendant will reoffend on the basis of a set of data points, including those relating to the defendant’s personal history (eg parents’ relationship status) or criminal history.\textsuperscript{90} The model is meant to assist the judge in deciding on a defendant’s pretrial release or parole, by offering a mathematical assessment of the defendant’s probability of recidivism to complement or substitute the judge’s clinical evaluation.\textsuperscript{91} Other examples from the field of public administration (as opposed to the judiciary) include the use of algorithms to predict crime,\textsuperscript{92} tax fraud,\textsuperscript{93} welfare eligibility\textsuperscript{94} or child-safeguarding concerns.\textsuperscript{95} In all these cases, computational models are employed by public administrators to assist their routine decision-making tasks, such as where to send police forces,


89 Yeung, ‘Algorithmic Regulation’ (n 88) 506.


91 Clinical evaluations are based on ‘decision-makers’ subjective judgments, observations, and experiences’: Alyssa M Carlson, ‘The Need for Transparency in the Age of Predictive Sentencing Algorithms’ (2017) 103 Iowa L Rev 303, 305. The extent to which computational models really only ‘assist’ in decision making is compounded by the phenomenon of automation bias, whereby decision makers tend to comply with algorithms as these are viewed as ‘outperforming human expertise’: Hildebrandt, ‘Algorithmic Regulation’ (n 88) 2.
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whose application to flag as suspect or who to investigate for potential child abuse, to name but a few.96

These examples direct us to important features of the technologies at focus in this article. While the term ‘algorithm’ may refer generally to any programmed process that transforms input data into some required output,97 specifically of interest here are models used for predictive purposes, and that do not require specifying in advance what the functional relationships are between variables in the model.98 These models mine large (pre- or unlabelled) data sets to autonomously identify correlations and patterns between variables within the data through iterative processes in which the model finds (or ‘learns’) what are the ‘optimal values for the matrix of weights’.99 Put within the socio-technical context of public decision making, the model thus assumes an autonomous evaluative role: it offers a way forward by providing a mathematical assessment, given its objective function.100

The perceived challenges raised by the deployment of these tools have been subject to a breadth of critical scholarship from within and outside the legal field. One of the earliest responses originated from an intellectual community named FAT/ML (now FaccT).101 As its name indicates, the FAT/ML community directed (and continues to direct) its intellectual force to conceptualising and addressing the ways in which the use of ML models impacts the fairness (F) and transparency (T) of public decisions, and to how such decision-making systems could therefore be made accountable (A). This community’s focus on fairness has mainly emphasised bias and discrimination, which are further compounded by algorithms’ inherent opaqueness.102 The principal problem of algorithmic

96 For an overview of various use cases, see Coglianese and Ben-Dor (n 1). See also David Freeman Engstrom and others, ‘Government by Algorithm: Artificial Intelligence in Federal Administrative Agencies’, Report Submitted to the Administrative Conference of the United States (February 2020). Geddes offers a typology of the examples mentioned herein as pertaining to one of three distinct categories: (i) the automation of legal rules; (ii) the automation of legal standards; and (iii) prediction that informs the application of legal standards. Geddes (n 5) 17–21.
97 Yeung, ‘Algorithmic Regulation’ (n 88) 506.
98 ibid.
99 Jenna Burrell, ‘How the Machine “Thinks”: Understanding Opacity in Machine Learning Algorithms’ (2016) 3 Big Data & Society 1, 6. Or, in other words: the optimal ‘predictive relationship between inputs and outputs’. Yeung, ‘Algorithmic Regulation’ (n 88) 506. Lehr and Ohm offer a definition of machine learning as ‘an automated process of discovering correlations (sometimes alternatively referred to as relationships or patterns) between variables in a dataset, often to make predictions or estimates of some outcome’: Lehr and Ohm (n 87) 671 (unpacking machine learning into two workflows they term ‘playing with the data’ and ‘the running model’).
100 Brent Daniel Mittelstadt and others, ‘The Ethics of Algorithms: Mapping the Debate’ (2016) 3 Big Data & Society 1, 3 (‘Critically, the human operator does not need to understand the rationale of decision-making rules produced by the algorithm’). It is important to mention, however, that while machine learning systems can indeed autonomously optimise their objective function, this function—the model’s overall goals—still needs to be manually defined. See Brian Sheppard, ‘Warming Up to Inscrutability: How Technology Could Challenge Our Concept of Law’ (2018) 68 UTLJ 36, 44. See also Karen Yeung, ‘Why Worry about Decision-Making by Machine?’ in Yeung and Lodge, Algorithmic Regulation (n 88) 21, 22, qualifying these technologies as having ‘decisional autonomy’, ‘insofar as they are designed to adapt dynamically to their environment, hence the processing of inputs and the determination of outputs partly independent of their human designers’.
101 www.fatml.org/.
decision making is consequently framed by FAT/ML as potentially producing opaque, biased or discriminatory outcomes.103

Legal scholars sought to reframe FAT/ML-driven problematisations and solutions by employing legal vocabularies and doctrines, for example, those of human, fundamental or civil rights.104 Such bids have been driven by a desire to conceptualise the adverse consequences of algorithmic public decision making as violations of specific, enumerated rights in order to overcome the ostensibly vagueness of ‘ethics’ and ‘fairness’ that are taken to lead all too often to ‘ethics washing’105 by industry.106 Legal frameworks, by contrast, claim to have the advantage of anchoring discussions within well-established and authoritative legal machineries capable of determining concrete harms (such as to the right to privacy) and imposing specific legal obligations on specific actors (such as governments).107 Other legal approaches have centred on principles embodied in doctrines of constitutional and administrative law, such as due process or the rule of law.108 Yet others have focused on questions of justice, dignity, autonomy, agency or subjectivity.109

The analysis that follows joins these vital problematisations, but shifts focus away from the ways in which algorithmic public decision making undermines the ‘judicial expressions’ of democracy to the ways in which it undermines the ‘public’ as a constitutive element of the very fabric of democracy. In taking this view,
my aim is to shift emphasis from the role of public institutions in securing the rights, interests and status of *individuals* to their role in preserving ‘supraindividual legal interests’\(^\text{110}\)—in continuously constituting and reconstituting the public and its interests. This focus on publicness not only targets the unique ‘public’ character of public decision making, but also some of the unique features of *human* decision makers. It illuminates the transformative effects that ML models have on democracy, and points to implications that might not be meaningfully addressed through extant regulatory tools.\(^\text{111}\)

### B. The Challenges of ML from the Perspective of Publicness

(i) The (algorithmic) community of practice

The operation of ML is almost antithetical to the operations of a community of practice as I described them in section 2, and to the act of governing as it is understood from the perspective of publicness. ML technologies are typically employed to ‘discover, classify, rank, cluster, recommend, label or predict’\(^\text{112}\) something; a process during which ‘The algorithms yield correlations between new data and patterns identified in the data flows to yield a particular, highly data-intensive form of knowledge’.\(^\text{113}\) This mathematical, data-intensive form of knowledge is predicated on the ‘assumption’ that phenomena in the world can be strictly classified into steady and distinct categories.\(^\text{114}\) Algorithmic prediction depends on maintaining these distinctions, and on how these distinct categories or variables are combined or correlated to produce a predictive outcome.

This type of data-intensive knowledge is, however, very different from the type of situated, tacit, collective, experiential knowledge that undergirds administrative expertise within the community of practice; and one that stands in tension with the very activity of governing as a collective ‘science of muddling through’.\(^\text{115}\) From the perspective of publicness, the activity of governing itself is about giving effect to the ‘power to’\(^\text{116}\) by constituting and reconstituting the public throughout time, and generating and regenerating a system of values that attaches to the public.\(^\text{117}\) It is about the continuous exercise of a prudential method of decision making that is highly aware of, and attuned to, the core tension between the preservation of liberty and the furthering of common goods.\(^\text{118}\) It is, in other words, about making unceasing intersubjective ‘appreciative judgments’\(^\text{119}\) that all require both explicit *and* tacit knowledge, the latter of which can only be


\(^{111}\) See eg the emphasis on fundamental rights in the EU’s AI Act (n 104).


\(^{113}\) Endicott and Yeung (n 26).

\(^{114}\) Mackenzie (n 112) 433.


\(^{116}\) Loughlin (n 12).

\(^{117}\) Vickers (n 52) 43, 48.

\(^{118}\) See n 23 and accompanying text.

\(^{119}\) Vickers (n 52).
acquired through collective experience and interaction if it is to have the potential to faithfully track the public’s composite view of its interests.

The knowledge that feeds into, and is produced by, ML models is almost diametrically opposed to the practical knowledge and connoisseurship that characterises communities of practice and is an intrinsic element of their *modus operandi*. It is an extreme form of technical knowledge formulated in strict rules, or code. Instead of emerging through the collective interactions within the community of practice and through co-ordinated, argumentative, discursive-analytical and synergetic exchanges that create spaces for malleable ‘everyday casuistry’,¹²⁰ for contextual insights and for heuristic intuitions, algorithmic decision making is manifestly singular, opaque, structured and methodical. Its decision-making process involves ‘learning’ that is entirely schematic, and is never socially experienced. It involves the mathematical estimation of parameters or the identification of current structures in the data, in the absence of any mutuality, critical reflection or irreconcilable tensions. This frustrates the collective process of valuation in which the intentions and activities of others and informal institutional norms are taken as a guide to conduct.¹²¹

In other words, ML models are not communal thinkers by design. The type of predictive knowledge they produce may represent well the current properties of the data, and thus perhaps constitutes the ultimate explicit knowledge, which is indeed relevant and important for public decision making. But it does not allow for the flexible contextualisation of this data in ways that can account for the brokenness of politics—for the realisation that people, and their interests, almost never lend themselves to categorical distinctions, and that there is therefore never one given and predetermined answer to policy decisions. Such decisions are always a product of channelling ever-persistent tensions between conflicting interests.¹²²

From the perspective of publicness, then, the opaqueness and associated difficulties in the interpretability of ML models thus matter as much for public decision makers *themselves* as they do for those affected by their decisions. From this perspective, what matters is that these models do not draw on, or easily lend themselves to, the critique and inquiry by others within the community of practice which are needed in order to generate the type of contextual intersubjective insights or implicit learning that ensure the development of a collective point of view that guides decision making. These features, together with the very knowledge logic of ML, preclude the development of characteristic modes of thought, conventional wisdoms, responsiveness and adaptation that allow public administrators within the community of practice to operate on the basis of mutually developed prudential considerations. ML models are simply driven by a different

¹²⁰ Zacka (n 36) 157.

¹²¹ Fisher and Shapiro (n 36) 54 (quoting Giandomenico Majone in referring to the skills of practice reasoning as ‘not algorithmical but argumentative’, involving ‘the ability to probe assumptions critically, to produce and evaluate evidence, to keep many threads in hand, to draw for an argument many disparate sources, to communicate effectively’: Giandomenico Majone, *Evidence, Argument and Persuasion in the Policy Process* (Yale UP 1989) 21–2.

¹²² Loughlin (n 12) 156.
type of expertise. They ‘do’ public administration in ways that are markedly different from those of the community of practice.

To illustrate, in 2013, Dutch authorities introduced an algorithmic system to detect potentially fraudulent child benefit applications. The model, which included ‘self-learning elements’, was designed to generate applicants’ risk profiles. Applicants flagged as risky immediately had their benefit payments suspended, and were subjected to further investigation by public administrators. Conversely, applications that were given low risk scores were automatically approved. From a technical standpoint, the self-learning elements of the model meant that it was able to ‘independently and autonomously learn from experiences over times, and to make changes to how they work without these changes being explicitly programmed by humans’. So, the more the system learned, the more autonomously the model could ‘decide’ how different risk factors interact to produce a risk score. Of course, the model was not detached from the broader community of practice. It was, indeed, part and parcel of broader decision-making processes in which human decision makers remained highly involved, for example, manually reviewing applications that received the highest risk scores. But those public administrators who reviewed them were never told why the model had produced the risk score that it did.

This childcare benefit scheme generated considerable backlash. Most attention, however, was directed to the system’s discriminatory outcomes. As nationality was one of the risk factors considered by the model, applicants of non-Dutch nationalities received higher risk scores. There are, of course, other concerns raised by the use of these models, the least of which might be that the model used was simply not a good one. But from the perspective of publicness, an equally concerning issue is that there was nothing ‘communal’ about the ways in which these models reached their outputs. The risk score provided by the model (which is highly consequential for individuals’ lives) was not produced through any dialogical process that included cross-talk and critiques, contextual insights, argumentation or appreciative considerations. Given the very nature of ML models, then, even when they are employed as part and parcel of a broader human-led decision-making process, they are never fully embedded within this community in ways that cater to the production of collective articulations of what the ‘right’ course of action might be. Their inherent detachment does not allow human decision makers to secure the decision-making process (to the best extent possible) against any one public decision maker’s view of what public interests require, of becoming determinative of outcomes. The result was that applications were ‘evaluated’ by the model on the basis of the presence of risk factors in the data and the patterns they produced, in the absence of any procedure that would

---

123 Amnesty International (n 3) 5.
124 ibid.
125 ibid 15.
126 ibid
127 ibid 16.
128 ibid 6.
account for the simple fact that there is no one clear answer to the question of which applicants should be flagged and why. A key feature of public decision making is the uncertainty between means and ends and the ambiguity around what those ends actually are. The answer to these questions are inherently and deeply ‘public’.

Importantly, the Dutch example also demonstrates how the very inclusion of these models within communities of practice may have the performative effect of slowly degenerating the expertise of each individual administrator within this community, which will then percolate to the communal level. This clearly is a possibility when humans are asked to review high-risk applications without any knowledge of why it is these applications that were flagged. The concern, then, that ML models are malignant for the operations of communities of practice and their potential to centre the tensions inherent in the act of governing may, indeed, not be entirely novel (this critique perhaps resembles other critiques of human decision making). But these models do also introduce challenges that are somewhat distinct from those that came before them: these models obscure the very existence of this tension and thus incrementally reduce democracies’ institutional attention to it. Hence, the more occupational space ML models assume within a community of practice, the easier it is to imagine how they eventually lead to the deskilling of administrators, as well as to the erosion of the inner processes of contemplation and debate within each individual constituting the community of practice. Consequently, they will also lead to the erosion of that individual sense of obligation, mission orientation, public service and professionalism that characterises administrative expertise and is vital for publicness. Such erosion at the level of individual administrators would then bear substantially on the community of practice as a whole insofar as this community depends on the vigour of interactions between its individual components to generate something that is more than the sum of its parts. In other words, the less generative the contribution and output of each expert within this community, the smaller the contribution made to the cumulative ‘canons’—to that ‘supply of publicly valorized considerations’—that drive the operations and outputs of the community of practice as a whole. In this manner, the effects of ML-driven decisions reverberate beyond the concrete scope of their use and application in specific cases. They gradually mutate the ‘public’.

129 Making a similar point, see Vickers (n 52) 86 (‘The value judgments of men and societies cannot be proved correct or incorrect; they can only be approved as right or condemned as wrong by the exercise of another value judgement’). Dispelling the fact/value distinction, see also Geertz (n 48).  
131 See n 86 and accompanying text.  
132 Raso (n 94) 79 (how novel regulatory technologies deskil frontline administrators and how these workers ‘reassert themselves as skilled decision-makers by tweaking data inputs to soften SAMS’s prescriptive decision-making approach’).  
133 Pettit, On the People’s Terms (n 11) 270 (writing in a different context).
(ii) A (Flawed) Reification of Public Interests

The Dutch case demonstrates another crucial point that goes to the heart of publicness. ML models not only impact the composition and operations of communities of practice, but their use also compromises the reification of public interests. It results in the production of decisions that are not based on criteria that are moulded and fitted through these communities’ ongoing interactions. That is, ML’s decision criteria are not formulated through the dual dynamic between public administrators and the public’s elected representatives that allows for a mutual determination and articulation of what the public view of public interests might be. Decisional outcomes driven by ML are rather determined by the structure of the data, and depend on how the model is set to discover it.\(^{134}\) The very categories or variables on the basis of which pattern detection occurs and outputs are produced are ‘decided’ by the model itself, which operates independently of the ‘appreciative system’ that integrative communities of practice constitute.\(^{135}\) The use of these models therefore impacts the potential of public administrations to speak in the name of the public, and to produce decisions that reify—to the best extent possible—public interests.

Indeed, the more autonomous ML decision-making processes become, the more ‘evaluative’ and normatively weighty their outputs become. The more autonomous they are, the less knowledge public administrators—let alone agenda setters—have of, and the less control they can potentially exert over, those decision criteria, or distinctions of normative relevance,\(^{136}\) that may be determinative of outputs. When it comes to deep-learning models, for example, even those who design them have limited capacity to interpret and explain how precisely the model arrives at a given output.\(^{137}\) Hence, when ML models are applied, the processes through which the mutual determination and articulation of what the public view of what public interests demand in specific cases are thwarted. Within this state of affairs, decisional outputs are no longer communally articulated as an outcome of ongoing interactions and tensions between administrators and exchanges with agenda setters. They are made, rather, on the basis of the model’s monolithic ‘view’ of public interests. It is the model that ‘[makes] decisions about value, relevance, and visibility, establishing and allocating privilege’.\(^{138}\) The point I want to make here is not one about the (in)capacity of ML models to morally reason in the same way that humans do (although obviously this is not unrelated);\(^{139}\) rather, it is that the reification of public interests cannot, by definition, be an individualistic endeavour, but only a public one.

---

\(^{134}\) Strandburg (n 63) 1861 (‘Unfortunately, reliance on found data leaves rulemakers at the mercy of whatever feature sets and outcome variables happen to have been collected’).

\(^{135}\) Vickers (n 52).

\(^{136}\) Strandburg (n 63) 1862.

\(^{137}\) Ibid 1863.


Another example is instructive to demonstrate this point. In 2016, the Allegheny County Office of Children, Youth and Families (CYF) in Pennsylvania introduced a screening tool to mine data to predict which children might—in the future—be subject to abuse or neglect. Specifically, the model is ‘designed to predict the risk that a child will be placed in foster care in the two years after they are investigated’. It produces a risk score by weighing various indicators that are proxies for child maltreatment. When the risk score is high enough, the system automatically triggers an investigation which may ultimately result in family separation. Like in the Dutch example, critiques were launched at the discriminatory outputs and effects of the model. But again, from the perspective of publicness, there is another, equally concerning issue: that the judgment about what constitutes abuse or neglect is ultimately expropriated from the hands of the public by the model. It is not otherwise made on the basis of the public’s normative, and perhaps contentious views on these very complex and fine-lined questions; but, rather, on the basis of certain proxies identified in the data by the model that produce a monolithic vision of what it is that should be decided.

This is still the case even when one adopts a socio-technical view of algorithmic public decision making which takes into account the fact that ML predictions are merely part and parcel of a more complex decision-making procedure in which human decision makers remain highly involved (both in the design of the model and in deploying it), and in which agency is therefore distributed between the human and the machine. Indeed, in the example just provided, the model was deeply embedded in a broader decision-making process led by humans. Yet, insofar as algorithmic predictions inform and feed into, or even structure, later stages in the process to generate ‘actionable insights’ in the course of administrative policy making and enforcement, then the process as a whole is still, to a greater or lesser extent, driven by the model’s ‘own reasoning’ and its ‘own interpretation’ of what public interests require in particular cases, in ways that remain substantially detached from the public and its complex collective consciousness. As one child welfare researcher pointed out:

The very front end of child protection decision-making is understandably the most impactful decisions that you can make in a child’s life, because once you come into contact with the hotline, with an investigator, then your chance of being removed [from home], of course, is increased.
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From this viewpoint, ML is indeed not the only decision-making ‘technique’ that detaches decisions from the public. Privatisation, for example, arguably does the same.147 But it is the case that algorithmic decision making is another, perhaps particularly worrisome, instance of publicness-defying decision making. This is because the opacity of algorithmic systems—the ‘inscrutability of a machine learning model’s computational mapping of input features to outcome variables’148—prevents the ‘actionable insights’ they create from being meaningfully embedded within a community of practice. So, while on the one hand such models become entangled in a complex human–computational assemblage, the specific mode of their operation resists a full embeddedness of the type imagined in, and prescribed by the notion of a community of practice that allows the potential reification of public interests.

(iii) An Impoverished Publicness

This account of how ML models operate is perhaps not in and of itself a novel insight for those concerned with the intersection between law and technology. What is novel, however, is the conceptualisation of the harms of algorithmic decision making as implicating the publicness of public decision making and decisions: as the harm of compromising the integrative form of communities of practice and their *modus operandi*, and thus their potential to reify public interests. To employ the words of Margaret Jane Radin, ‘conceptualization makes it possible for us to see harm as harm’.149

I return now, briefly, to the tailored theory of publicness in order to conceptualise this harm through the idiom of publicness. As the analyses thus far have sought to make clear, the unique operations of administrative communities of practice and the integrative form they take with elected representatives of the public together allow the potential to track—imperfectly, yet as faithfully as possible—the public’s heterogeneous view of its interests, and to produce decisions that reify those interests so as to try and preserve the publicness of public decisions and therefore the democratic legitimacy of the administrative state. Conceptualised as such, publicness functions to maintain the distinction between the personality of private administrators and the decision-making authority that attaches to their post, and to allow political communities to continuously self-constitute themselves as publics. It is thus an important ideal that helps address the irreconcilable tensions that the activity of governing gives rise to, between the pastoral and autonomy-enhancing roles of the state.150 In doing so, publicness gives effect to, and institutionalises, the neo-republican ideal of liberty as non-domination in unelected bureaucracies so that these can function as sites of democratic construction.
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147 Dorfman and Harel (n 35).
148 Strandburg (n 63) 1872.
150 See Loughlin (n 12).
Clearly, the schematic analyses of the operations of communities of practice do not purport to track the precise operations of public administrations. Obviously, the picture is much more complex, and also involves jurisdictional differences between public administrations, or differences between specific administrative agencies. Nor were these analyses, as I mentioned already, meant to idealise in any way the operations of public administrations. Rather, the argument is that there is something unique about the operations of public administrations, given how ‘undemocratic’ but fundamentally political (in Loughlin’s sense of the term) they are, and that perhaps the best way to ensure their potential to operate as sites of democratic construction is by preserving their *modus operandi* as integrative communities of practice that feature publicness.

Publicness in this context is thus more about normativity and less about legality. It is a requirement for the type of expertise-based, interactional, dialogical, co-ordinated, collective, dynamic, mission-oriented, professional and ultimately prudentual culture and method of decision making that can only be co-produced within a community practice that integrates public administrators with elected political actors acting on behalf, and in the name, of the public; and through which public agency comes about, and decisions that can best track the public’s intricate view of its interests are made.

All of this is deeply frustrated by the use of ML models in public administration. Public decision making that includes algorithmic—particularly ML—predictions can therefore be conceptualised as featuring an *impoverished* publicness insofar as their processes, and the decisions which they produce, minimally feature publicness as a quality. If so, these models put at risk the potential for public decisions to be made in the name of the polity and in its interests, even if that potential was not always fully realised prior to their introduction. Importantly, the more pervasive algorithmic public decision making becomes, the less capacity will democracies have to notice and *critique* the loss of this potential. The increasing introduction of ML into public administrations will therefore slowly chip away at the very fabric of democracy by mutating the ‘public’.

An impoverished publicness, or the (at least) partial destabilising of the ontology of public administrative decision making, thus links closely to questions about legitimacy and accountability that often arise in the broad literature concerned with the privatisation of government functions, and, indeed, in the specific context of algorithmic public decision making. But, as the normativity of publicness suggests, the potential of algorithmic public decision making to result in an impoverished publicness would be most concerning because of how it robs
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political communities of the continuous and routine political power to constitute themselves as publics, by collectively articulating and determining the conditions under which the lives of their members are governed.

The incorporation of ML in public decision making is therefore disturbing not only because it limits decisions’ explainability and contestability, but primarily because it is inherently limited in its capacity to answer to the requirements of publicness in ways that are bound almost by definition to result in domination. And so, while it may well be that the use of these technologies is attractive for reasons that have very much to do with the proper functioning of public administrations, this use would also require that we accept—as a matter of principle—that some areas of decision making will be dominating insofar as it is the model’s view of what public interests demand that will drive decision making. From this perspective, the normal mechanisms neo-republicanism offers in order to prevent domination might prove ill-fitted to address the impoverished publicness induced by algorithmic decision making. This is because domination that results from impoverished publicness is not consequential but deontological—it is inherent to decisions led by ML models insofar as these do not allow the public to press its heterogeneous and complex direction on the state. If this is the case, there might be a fundamental difference between being affected by a deficient algorithmic decision maker and a deficient human one. Publicness, it turns out, is not only deeply political, but also—and perhaps consequently—deeply human.

4. Conclusion

Broadly concerned with tensions between novel technologies and democracy, this article has confronted the question of whether ML-driven public decision making can be truly ‘public’. To do so, the article has first engaged in an inquiry into those unique features of public administrations that both frame and constrain their operations as key institutions within the democratic apparatus. I have argued that, despite the many concerns around the democratic illegitimacy of bureaucracies, public administrations can, and often do, function as sites of democratic construction insofar as they feature a quality of publicness. Publicness, in this context, is theorised as an attribute that relates to the unique modus operandi of public administrations as communities of practice.

ML models, however, operate in ways that are malignant for the types of knowledge and interactions that characterise communities of practice and that allow them to faithfully track the public’s heterogeneous view of its interests and reify them. The use of these models in public decision making thus generates an impoverished publicness and undermines bureaucracies’ potential to function as sites of democratic construction through which political communities can continuously constitute themselves as publics. If so, the use of ML technologies

---
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adversely affects something more than bureaucracies’ capacity to respect and promote the rights and interests of individuals. It also transforms the ‘public’.

The problematisation that I have offered, then, also bears consequences for how we think about the effectiveness of existing regulatory interventions that law imposes to mitigate the harms of algorithmic decision making. A discussion on regulatory tools has been beyond this article’s scope, but it is worth highlighting, by way of conclusion, the tensions that the notion of an impoverished publicness creates for law, particularly for administrative law. In the UK, for example, algorithmic decision making is subject ‘to the same doctrinal tools of judicial review as are decisions made by more traditional means’. But not only does classic judicial review prove problematic as a regulatory tool to address algorithmic public decision making, its focus on the individual decision maker rather than on the community of practice also renders it fundamentally ill-fitted to address the impoverished publicness of algorithmic decisions. The lens of publicness, then, if taken seriously, prescribes a shift of focus for administrative law in the face of technological advancement. It requires that law pay closer attention to the unique demands made on public administrations to operate in ways that sustain the type of expertise-based, co-ordinated, collective, prudential culture and ethos of decision making that effectively lend public administrations their potential for deep democratic legitimacy.

156 Other legal instruments prominently enlisted to mitigate the challenges of algorithmic decision making include the GDPR, the Equality Act 2010 and the Human Rights Act 1998 in the UK (see Paul Craig, Administrative Law (9th edn, Sweet & Maxwell 2021) 421–2) and the due process clause of the Fourteenth Amendment in the United States (see Geddes (n 5) 61–3).

157 Craig (n 156). In the US context, see Geddes (n 5) 58–67. For how administrative law could be adjusted to address algorithmic decision making, see Rebecca Williams, ‘Rethinking Administrative Law for Algorithmic Decision Making’ (2022) 42 OJLS 468.

158 eg US doctrines of ‘non-delegation’ aiming to ‘preserve the distribution of power between the different branches of government’ come closer to this ideal, albeit still imperfectly: Geddes (n 5) 59.