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Summary

Three weakly nonlinear models of lossless, compressible fluid flow—a straightforward weakly nonlinear equation (WNE), the inviscid Kuznetsov equation (IKE) and the Lighthill–Westervelt equation (LWE)—are derived from first principles and their relationship to each other is established. Through a numerical study of the blow-up of acceleration waves, the weakly nonlinear equations are compared to the ‘exact’ Euler equations, and the ranges of applicability of the approximate models are assessed. By reformulating these equations as hyperbolic systems of conservation laws, we are able to employ a Godunov-type finite-difference scheme to obtain numerical solutions of the approximate models for times beyond the instant of blow-up (that is, shock formation), for both density and velocity boundary conditions. Our study reveals that the straightforward WNE gives the best results, followed by the IKE, with the LWE’s performance being the poorest overall.

1. Introduction

The theory of lossless (that is, inviscid, non-heat-conducting) compressible fluids is of considerable interest because of its numerous physical applications. Many models, with varying degrees of complexity and approximation/exactness, can be found in the literature. However, they all are the result of the application of certain simplifications and assumptions (that stem from the physical situation under consideration) to the exact equations of motion for lossless compressible fluids, that is, the Euler equations (1, 2).

In the theory of nonlinear acoustics (3 to 7), the most popular weakly nonlinear approximations are the inviscid Kuznetsov equation (IKE) (8) and the Lighthill–Westervelt equation (LWE)
These weakly nonlinear (or ‘finite-amplitude’) models have been indispensable in shaping our understanding of the various physical mechanisms at work in such wave phenomena. However, the full extent of the nonlinear effects they embody can only be found through numerical simulation/experimentation.

In (10, 11), we performed a series of numerical simulations of nonlinear acoustic propagation in a one-dimensional (1D) setting. In (10), we showed how the LWE can be solved numerically using the same framework as the Euler equations, that is, that of Godunov-type schemes (12, 13). Subsequently, we showed in (11) that because the LWE is based on the ‘linear-impedance assumption’ (LIA) (4), its ability to correctly describe the cumulative effects of nonlinearity is seriously hindered.

In an effort to better understand the latter results, we present here a first-principles approach to lossless compressible flows under the weakly nonlinear theory—that is to say, we derive an approximate finite-amplitude equation with the least number of assumptions and approximations. In addition, we show how the ‘classical’ approximate models can be obtained from it, and explain the differences. It should be noted here that by a ‘weakly nonlinear model’, we mean an approximate equation in which the nonlinear terms of second order and higher in the Mach number are neglected, under the assumption that the Mach number is sufficiently small.

As in our previous works, we rely on numerical methods to assess the applicability and performance of the approximate models of nonlinear acoustics. It should be noted here that, until recently, numerical studies of these model equations were lacking in the literature (5). Even more scarce were comparative studies, in which the performance of several model equations is evaluated simultaneously—an issue we address in the present work. To the best of our knowledge, the only study of this kind (prior to our work) is that of Kagawa et al. (14, 15), who investigated certain problems involving self-focusing apertures using the finite-element method. They attributed the poor performance of LWE to the particular problem being simulated, and thus did not reach the same conclusion that we did in (11), specifically, that the LWE is ‘crippled’ by the LIA. Moreover, the numerical work of Kagawa et al. (14, 15) was limited to smooth flows. Thus, the latter authors were unable to fully assess the ability of the IKE and the LWE to capture shock formation and related phenomena, these being the most prominent effects of nonlinearity in hyperbolic equations. This limitation is remedied in the present work by our use of a Godunov-type finite-difference scheme which allows us to numerically solve all the model equations for times beyond the instant of shock formation.

Here, we would like to emphasize the generality and extensibility of our numerical approach. Though simple finite-difference schemes can be used to effectively simulate nonlinear acoustic propagation prior to shock formation (16), such methods break down when large gradients develop in the field variables. To overcome this, we employ a variation of the Monotonic Upstream-centered Scheme for Conservation Laws (MUSCL), which is a shock-capturing Godunov-type scheme, due to Hancock (12), as we did in (10, 11), which is designed to compute discontinuous solutions of generic hyperbolic systems of conservation laws. Thus, after the model equations have been reformulated as conservation laws, we solve all of them with the same numerical method! It should be noted that Inoue and Yano (17) successfully employed a Godunov-type scheme to compare the weakly and fully nonlinear theories in the context of the $N$-wave problem. However, unlike us, the latter authors employed asymptotic methods to study the weakly nonlinear case. Moreover, it should be noted that, Godunov-type schemes perform as well as the classical finite-difference schemes when the flow is smooth. For example, Godunov-type (finite-volume) schemes have been found to be especially effective for linear acoustics problems in random media (18), where the solutions remain smooth but the governing equations have oscillatory coefficients.
We focus our numerical experiments on the interesting phenomenon of acceleration wave blow-up in finite time. As opposed to a shock wave, which is defined as a propagating surface across which one or more of the acoustic field variables themselves suffer a jump discontinuity, an acceleration wave is defined as a propagating surface across which at least one of the first derivatives of the field variables exhibits a jump discontinuity (19). Our investigation provides support for the conjecture that finite-time blow-up leads to shock formation (20, 21). In this context, Thomas (22) appears to have been the first to determine exact expressions describing the growth (that is, blow-up) and decay of what he called ‘sonic discontinuities’, that is, acceleration waves, in ideal gases using singular surface theory. Subsequently, Elcrat (23), Jordan and Christov (16), Jordan and Straughan (24), as well as the present authors (10, 11), all considered the propagation of acoustic acceleration waves in lossless gases. Additionally, it should be noted that acceleration waves, which are special cases of singular surfaces (19, 25), arise not only in acoustics but also in other areas of continuum mechanics (26 to 34). Furthermore, acceleration wave analysis provides theoretical results that can be used to gauge the reliability and efficacy of numerical schemes (16).

This paper is organized as follows. In section 2, the theory of lossless flow is revisited and a unified derivation of the equations of motion for both perfect gases and a class of barotropic fluids is presented. (Note that a barotropic fluid is one for which the pressure is a function of the density alone (1).) In section 3, we discuss the derivation of the approximation equations of motion under the finite-amplitude assumption. In section 4, we show how the weakly nonlinear equations can be reformulated as hyperbolic systems of conservation laws. Then, in section 5, we provide a number of analytical results, based on the first-order system formulation of the approximate equations, showing why the straightforward weakly nonlinear approximation advocated in this paper is better than the classical ones. In section 6, we compare and contrast the three approximate models and the Euler equations on the basis of numerical simulations of acceleration wave blow-up. Finally, in section 7, we state our conclusions and mention possible future work. In addition, two Appendices are provided for completeness and convenience: In Appendix A we give a brief summary of the Godunov-type scheme used for our calculations; in Appendix B we summarize the standard singular surface analysis of acceleration wave blow-up for the case of a perfect gas.

2. Governing equations

It is generally accepted that the motion of a lossless, compressible fluid is described by the well-known Euler equations (1, 2), which read

\[ \rho_t + \nabla \cdot (\rho \mathbf{v}) = 0, \tag{2.1} \]

\[ \rho \left[ \mathbf{v}_t + \frac{1}{2} \nabla |\mathbf{v}|^2 - \mathbf{v} \wedge (\nabla \times \mathbf{v}) \right] + \nabla \rho = 0. \tag{2.2} \]

Here, \( \mathbf{v} \) is the velocity vector, \( \rho (>0) \) is the mass density, \( \rho (>0) \) is the thermodynamic pressure, and all body forces have been omitted. Moreover, since the fluid is lossless, the flow is therefore isentropic, and it follows that \( \dot{\eta} = 0 \), where \( \eta \) is the specific entropy and a superposed dot denotes the material derivative. However, we now make the additional assumption of homentropic flow, meaning that \( \dot{\eta} = 0 \) and \( \nabla \eta = 0 \) (1).

Finally, the equation of state, which is the thermodynamic relation needed to close our system of equations, is of the specific form

\[ \rho = \phi(\rho), \tag{2.3} \]
that is, we have a ‘barotropic’ flow \((1, 2)\). Note that the flow of a barotropic fluid is always barotropic, but the converse need not be true. Note also that in the case of a perfect gas undergoing homentropic flow, it can be shown that the equation of state assumes a polytropic form \((2)\), and is thus a particular case of \((2.3)\). However, for fluids in general, especially liquids, it is not always possible to determine the dependence of \(\rho\) upon the other field variables \((5)\). Therefore, in such cases, \((2.3)\) would be an assumption.

To further simplify our presentation, let us make the additional assumption that initially, the fluid is in its equilibrium state; that is, at time \(t = 0\), we have \(v = 0, \rho = \rho_0, \phi = \phi_0\) and \(\eta = \eta_0\), where \(\rho_0, \phi_0\) and \(\eta_0\) are constants. Thus, since the flow is homentropic, assuming initial equilibrium implies not only that \(\eta = \eta_0\) for all \(t \geq 0\) but also that the flow is always irrotational, that is, \(\nabla \times v \equiv 0\) for all \(t \geq 0\). Therefore, in the present work, we only consider longitudinal (or acoustic) wave phenomena.

Let us now introduce the following dimensionless variables:

\[
\{x', y', z'\} = \{x, y, x\}/L, \quad t' = t(c_0/L), \quad \phi' = \phi/(u_m L),
\]

\[
\rho' = \rho/(\rho_0 c_0^2), \quad \rho' = \rho/\rho_0, \quad u' = u/u_m,
\]

\[(2.4)\]

where \((0 <) u_m \equiv \max |\dot{v}|\) and \(L (> 0)\) denote a characteristic speed and length, respectively, and \(c_0\) is the sound speed in the undisturbed fluid. In terms of these variables (omitting the primes without fear of confusion), and recalling the irrotational nature of the flow, the governing system of equations becomes

\[
\dot{\rho} + \epsilon \nabla \cdot (\rho \dot{v}) = 0,
\]

\[(2.5)\]

\[
\dot{v} + \frac{1}{2} \epsilon \nabla |v|^2 + \epsilon^{-1} \rho^{-1} \nabla \rho = 0,
\]

\[(2.6)\]

\[
\rho = \rho(\rho),
\]

\[(2.7)\]

where \(\epsilon \equiv u_m/c_0\) is the Mach number.

Since the flow is barotropic, we can introduce the specific enthalpy function

\[
h(\rho) = h_0 + \int_1^\rho \frac{1}{\rho} \frac{d\rho}{d\hat{\rho}} d\hat{\rho},
\]

\[(2.8)\]

where \(\hat{\rho}\) is a ‘dummy’ integration variable and \(h_0\) is a constant that depends only on the initial state of the fluid (that is, \(h_0\) denotes the specific enthalpy of the fluid in its equilibrium state). Using \(h\), we can now rewrite the pressure gradient term in \((2.6)\) as

\[
\frac{1}{\rho} \nabla \rho = \frac{1}{\rho} \frac{d\rho}{d\hat{\rho}} \nabla \hat{\rho} = \frac{d}{d\hat{\rho}} \nabla \hat{\rho} = \nabla h.
\]

\[(2.9)\]

Moreover, the conservation of mass equation \((2.5)\) can be recast in the form

\[
h_1 + \epsilon \rho \cdot \nabla h = -\epsilon \rho^2 \nabla \cdot v,
\]

\[(2.10)\]

where

\[
c^2 = \frac{d\rho}{d\hat{\rho}} = \rho \frac{dh}{dh}
\]

\[(2.11)\]

is the (dimensionless) local speed of sound.
Upon introducing the velocity (or acoustic) potential $\phi$, where $v = \nabla \phi$, into (2.6) and integrating over space, we obtain the following well-known relation between the enthalpy and the potential:

$$h - h_0 = -\epsilon \left( \phi_t + \frac{1}{2} \epsilon |\nabla \phi|^2 \right),$$

(2.12)

which is known as the Cauchy–Lagrange integral (2). Similarly, in terms of the potential, (2.10) becomes

$$h_t + \epsilon \nabla \phi \cdot \nabla h = -\epsilon c^2 \nabla^2 \phi.$$

(2.13)

Introducing (2.12) into (2.13), we obtain

$$\phi_{tt} + 2\epsilon \nabla \phi \cdot \nabla \phi_t + \epsilon^2 |\nabla \phi|^2 \nabla^2 \phi = c^2 \nabla^2 \phi.$$

(2.14)

This is the general expression of the conservation of momentum in terms of the potential function. Note that (2.14) is not closed because $c$ is, at this point, an unknown function of the field variables. But, given the nature of our flow, there are two well-known instances in which $c$ can be expressed (explicitly) in terms of $\phi$. The first is the case of a perfect gas and the second is that of a barotropic fluid for which $\varphi$ is a quadratic function of $\varrho$.

2.1 Case of a perfect gas

For the homentropic flow of a perfect gas, (2.3) assumes the following specific (polytropic) form:

$$\varrho = \varrho^\gamma / \gamma,$$

(2.15)

where the constant $\gamma (>1)$ is the ‘adiabatic index’ (1, 2). Then, from (2.11), we easily obtain $c^2 = \varrho^{\gamma-1}$. Furthermore, we find (by substituting (2.15) into (2.8) and performing the integration) that

$$h = \frac{1}{\gamma - 1} \varrho^{\gamma-1} = \frac{1}{\gamma - 1} c^2 \quad \Longrightarrow \quad c^2 (h) = (\gamma - 1) h,$$

(2.16)

which furnishes the needed explicit dependence of $c$ on $h$, and gives us $h_0 = (\gamma - 1)^{-1}$.

Next, using (2.12) to eliminate $h$ from (2.16), we obtain

$$c^2 = 1 - \epsilon (\gamma - 1) \left[ \phi_t + \frac{1}{2} \epsilon |\nabla \phi|^2 \right].$$

(2.17)

Substitution of the latter into (2.14) yields the following exact, closed-form equation for the potential:

$$\phi_{tt} + 2\epsilon \nabla \phi \cdot \nabla \phi_t = \left[ 1 - \epsilon (\gamma - 1) \phi_t - \frac{1}{2} \epsilon^2 (\gamma + 1) |\nabla \phi|^2 \right] \nabla^2 \phi,$$

(2.18)

which we refer to as the ‘potential Euler equation’ (PEE).

2.2 Case of a barotropic fluid with a quadratic equation of state

Here, the (dimensionless) equation of state is taken to be a quadratic function of the density (5), namely,

$$\varrho = \varrho_0 + (\varrho - 1) + \frac{1}{2} a (\varrho - 1)^2,$$

(2.19)
where \( \alpha \) (commonly denoted by \( B/A \)) is known as the ‘nonlinearity parameter’ \((36)\) and \( \alpha_0 = \gamma^{-1} \) is the pressure in the equilibrium state. Equation \((2.19)\) often arises as an approximation to the formal Taylor-series expansion of \((2.3)\).

We begin by substituting \((2.19)\) into \((2.8)\) and performing the integration to find that

\[
h - h_0 = (1 - \alpha) \ln \varrho + \alpha(\varrho - 1)
\]  

and \( h_0 = \alpha \). Then, after setting \( \tilde{\alpha} \overset{\text{def}}{=} \alpha/(1 - \alpha) \), we have

\[
h(\varrho) = (1 - \alpha)(\ln \varrho + \tilde{\alpha}) \Rightarrow \varrho(h) = \tilde{\alpha}^{-1} W_0[\tilde{\alpha} e^{h/(1 - \alpha)}],
\]

where \( W_0(\cdot) \) is the principal branch of the Lambert \( W \)-function \((35)\).

Next, we differentiate \((2.19)\) and use \((2.21)\) to find that the square of the sound speed is

\[
c^2 = 1 + \alpha(\varrho - 1) = (1 - \alpha)[1 + W_0[\tilde{\alpha} e^{h/(1 - \alpha)}]].
\]

Using \((2.12)\) to eliminate \( h \) from the latter, we obtain

\[
c^2 = (1 - \alpha) \left\{ 1 + W_0 \left( \tilde{\alpha} \exp \left[ \frac{\epsilon}{1 - \alpha} \left( \phi_I + \frac{1}{2} \epsilon |\nabla \phi|^2 \right) \right] \right) \right\},
\]

which furnishes the explicit relation between \( c \) and \( \phi \), needed to close \((2.14)\). Therefore, the resulting exact, closed-form equation for the potential is

\[
\phi_{tt} + 2\epsilon \nabla \phi \cdot \nabla \phi_I = (1 - \alpha) \left\{ 1 - \frac{\epsilon^2}{1 - \alpha} |\nabla \phi|^2 + W_0 \left( \tilde{\alpha} \exp \left[ \frac{\epsilon}{1 - \alpha} \left( \phi_I + \frac{1}{2} \epsilon |\nabla \phi|^2 \right) \right] \right) \right\} \nabla^2 \phi,
\]

which appears to be a new result.

Clearly, \((2.24)\) is quite complicated and likely intractable. Fortunately, we can derive a simpler, albeit approximate, equation by assuming that \( \epsilon \ll 1 \). Under this assumption, an inspection of \((2.12)\) indicates that the relative change in the enthalpy will be of the same order, that is, \( h - h_0 = \mathcal{O}(\epsilon) \). Thus, one can use the Taylor-series expansion of the \( W \)-function \((35)\) in terms of \( h \) about the equilibrium value \( h_0 \) to simplify the right-hand side of \((2.22)\):

\[
\varrho = \tilde{\alpha}^{-1} W_0[\tilde{\alpha} e^{h/(1 - \alpha)}] = \tilde{\alpha}^{-1} W_0[\tilde{\alpha} e^{h_0/(1 - \alpha)}] + \frac{\tilde{\alpha}^{-1} W_0[\tilde{\alpha} e^{h_0/(1 - \alpha)}]}{(1 - \alpha)[1 + W_0[\tilde{\alpha} e^{h_0/(1 - \alpha)}]]}(h - h_0)
\]

\[+ \mathcal{O}((h - h_0)^2).\]  

Recalling that \( h_0 = \alpha, \tilde{\alpha} \equiv \alpha/(1 - \alpha) \) and using the identity \( W_0(\zeta e^\xi) = \zeta \) \((35)\), \((2.25)\) simplifies to

\[
\varrho = 1 + (h - h_0) + \mathcal{O}(\epsilon^2).
\]

Then, within the same order of approximation with respect to the Mach number, we obtain

\[
c^2 = 1 + \alpha(\varrho - 1) \approx 1 + \alpha(h - h_0) = 1 - \epsilon a \left( \phi_I + \frac{1}{2} \epsilon |\nabla \phi|^2 \right),
\]

where the last equality follows from \((2.12)\). At this point, it should be clear that upon introducing the latter relation into \((2.14)\), the equation for the potential that we obtain is identical to \((2.18)\) with
\( \gamma - 1 \) replaced by \( \alpha \). This is not surprising; in the case of a perfect gas, \( \alpha \) is related to the adiabatic index by \( \alpha = \gamma - 1 \) \( (3, 5, 36) \). (One can easily show this by expanding (2.15) in a Taylor series and matching the resulting coefficients to those in (2.19).)

Thus, we can use (2.18) for the homentropic flows of both perfect gases (for arbitrary Mach numbers) and barotropic fluids with a quadratic equation of state (for sufficiently small Mach numbers). Again, we emphasize that (2.24) is valid for arbitrary Mach number values, but it is of limited use due to its complicated form. Finally, we note that the assumption \( \epsilon \ll 1 \), which is the basis of the finite-amplitude approximation, is used in section 3 to derive approximate versions of (2.18).

### 3. Finite-amplitude approximations in one dimension

For the remainder of this paper, we restrict ourselves to 1D homentropic flow of a perfect gas along the \( x \)-axis (that is, we assume \( v = \nabla \phi = (u(x,t), 0, 0) \)). Thus, (2.5), (2.6) and (2.15) become

\[
\begin{align*}
\rho_t + \epsilon \rho u_x + \epsilon \rho u u_x &= 0, \\
\rho (u_t + \epsilon uu_x) + \epsilon^{-1} \rho_x &= 0, \\
\rho^\gamma &= \rho^\gamma / \gamma.
\end{align*}
\]

(3.1) \( (3.2) \) \( (3.3) \)

Similarly, the PEE, given by (2.18), reduces to

\[
[1 - \epsilon (\gamma - 1) \phi_t] \phi_{xx} - 2 \epsilon \phi_x \phi_{tx} - \phi_{tt} = \frac{1}{2} \epsilon^2 (\gamma + 1) (\phi_x)^2 \phi_{xx}.
\]

(3.4)

This equation appears in a number of works \( (3 \text{ to } 5, 10, 11) \) and has many applications—for example in the study of acoustic waves and nonlinear resonances in organ pipes \( (37) \).

At this point, it is common to make use of the finite-amplitude (or weakly nonlinear) assumption, that is, \( 0 < \epsilon \ll 1 \), to derive simpler, but approximate, versions of (3.4). Below, we discuss three model equations that result from this assumption.

#### 3.1 Consistent weakly nonlinear approximation

Upon neglecting terms that are \( O(\epsilon^2) \) in (3.4), we obtain

\[
[1 - \epsilon (\gamma - 1) \phi_t] \phi_{xx} - \phi_{tt} = 2 \epsilon \phi_x \phi_{tx},
\]

(3.5)

which we refer to as the straightforward WNE.

Despite being the most consistent and most obvious weakly nonlinear approximation, this equation has not received much attention in the literature. In fact, the only work we are aware of that gives the above equation (albeit in its viscous form) is Crighton’s 1979 review article \( (38) \), where its derivation is attributed to Blackstock. Consequently, it might be more appropriate to call (3.5) the inviscid Blackstock–Crighton equation.

#### 3.2 The inviscid Kuznetsov equation

A slightly different weakly nonlinear model is attributed to Kuznetsov \( (3, 6, 8) \). The lossless version of the latter reads

\[
\phi_{xx} - [1 + \epsilon (\gamma - 1) \phi_t] \phi_{tt} = 2 \epsilon \phi_x \phi_{xt}.
\]

(3.6)
which we refer to as the IKE. Clearly, the IKE and the WNE are both valid weakly nonlinear approximations to (3.4) of the same asymptotic order of approximation with respect to the small parameter $\epsilon$. However, it is important to realize that, although the IKE and the WNE look similar, they are not identical. Clearly, Kuznetsov employed additional approximations that were not reported in his paper (see the passage from (13) to (14) in (8)), where the claim is made that (3.6) follows directly from the approximate (weakly nonlinear) equation of state. Other authors (see, for example, (3) and the references therein) make use of approximate relations between the primitive variables and the potential function to obtain this equation.

The IKE can be derived rigorously from the PEE (10), or the WNE, by multiplying both sides of (3.4), or (3.5), by $[1 - \epsilon (\gamma - 1) \phi_t]^{-1}$, expanding the latter in a binomial series (assuming $\epsilon \ll 1$ is sufficiently small), and then neglecting terms that are $O(\epsilon^2)$. While this yields a somewhat simpler equation than (3.4), it offers no advantage with regard to obtaining an analytical solution. In fact, from the physical point of view the use of a binomial expansion is unnecessary and should be avoided. As we will show, the WNE is, indeed, a better approximation than the IKE.

3.3 The Lighthill–Westervelt equation

Another popular weakly nonlinear approximation can be obtained by employing the LIA $\phi_x \approx -\phi_t$ (3, 6, 10) only on the right-hand (that is, the perturbing) side of (3.6). This yields

$$\phi_{xx} - [1 + \epsilon (\gamma + 1) \phi_t] \phi_{tt} = 0,$$

(3.7)

which we refer to as the LWE.

In essence, the LIA claims that the pressure/density and velocity are in phase. It is strictly valid (and exact) for linear progressive waves. For nonlinear waves, the LIA is a valid approximation only in the immediate vicinity of the wave-front. Making use of the LIA removes the mixed derivative term $\phi_{xt}$ from the equation of motion. Hence, from a mathematical point of view, this is regarded as a desirable simplification since it yields an equation that is more amenable to standard analytical and numerical methods. However, as we have shown in (11), there is no justifiable physical reason to employ the LIA since it gives rise to a model that is seriously crippled.

It should be noted that the original derivation of (3.7) is attributed to Westervelt (3, 6, 9), who used the celebrated Lighthill turbulence stress tensor for the acoustic field (39), in the context of parametric acoustic arrays (9) and the scattering of sound by sound (40). Thus, the original derivation and its context are rather different from the now-common approach of deriving the LWE as a weakly nonlinear approximation to (3.4) via the IKE and the LIA. In fact, its appears that Westervelt employed a number of approximations without due justification. We prefer to think of the LWE as a further approximation stemming from the IKE. This is especially helpful when trying to understand why the LWE performs significantly worse than its siblings, the IKE and the WNE.

4. Reformulation of the potential equations as conservation laws

In order to ascertain the range of applicability of the approximate models, one has to be able to numerically solve the corresponding equations not only when the solution is smooth but also after the instant of shock formation. It is well known that equations whose solutions develop singularities in finite time are very difficult to solve numerically. However, in the past couple of decades Godunov-type schemes have proved to be adequate tools for solving hyperbolic systems of conservation laws (12, 13) that admit discontinuous solutions. Therefore, to use the latter numerical methods, we must
reformulate our models as conservation laws. In this section, we proceed to show how this can be done.

It is easy to see that (3.1), (3.2) and (3.3) can be written as the following conservation law:
\[
\left( \frac{\varrho}{\varrho u} \right)_t + \left( \epsilon \varrho u + \epsilon \varrho u^2 + \epsilon^{-1} \varrho^2 / \gamma \right)_x = 0,
\]
by adding (3.1) multiplied by \( u \) to (3.2) and eliminating the pressure from the latter via (3.3).

For the WNE, however, the first step is to rewrite (3.5) as a first-order system of equations. Hence, let us recall the following relations (10, 11, 16):
\[
\phi_t = \epsilon^{-1}(1 - \varrho).
\]
Employing the latter we obtain the following first-order system of equations:
\[
\left[ \varrho - \frac{1}{2} \epsilon^2(3 - \gamma)u^2 \right]_t + \epsilon\{[1 - (\gamma - 1)(1 - \varrho)]u\}_x = 0,
\]
\[
u_t + \epsilon^{-1}v_x = 0.
\]
Now, we introduce the variable transformation
\[
\bar{\varrho} \overset{\text{def}}{=} \varrho - \frac{1}{2}(3 - \gamma)e^2u^2 \iff \varrho = \bar{\varrho} + \frac{1}{2}(3 - \gamma)e^2u^2,
\]
which, upon substitution into (4.3), results in the following conservation law for the WNE:
\[
\left( \frac{\varrho}{u} \right)_t + \left( \epsilon \{1 - (\gamma - 1)[1 - \bar{\varrho} - \frac{1}{2}(3 - \gamma)e^2u^2]u\} \right)_x = 0.
\]

In a similar fashion, the IKE, given by (3.6), can be recast as the first-order system
\[
\left[ \gamma \varrho - \frac{1}{2}(\gamma - 1)\varrho^2 - \epsilon^2u^2 \right]_t + \epsilon\varrho_x = 0,
\]
\[
u_t + \epsilon^{-1}v_x = 0.
\]
Then, we introduce the variable transformation
\[
\bar{\varrho} \overset{\text{def}}{=} \gamma \varrho - \frac{1}{2}(\gamma - 1)\varrho^2 - \epsilon^2u^2 \iff \varrho = \frac{1}{\gamma - 1} \left[ \gamma \mp \sqrt{\gamma^2 - 2(\gamma - 1)(\epsilon^2u^2 + \bar{\varrho})} \right],
\]
where the minus sign must be selected because we require that \( \bar{\varrho} \to 0 \) as \( \varrho, u \to 0 \). Upon substituting the latter into (4.6), we find that the conservation law corresponding to the IKE is
\[
\left( \frac{\varrho}{u} \right)_t + \left( \epsilon u \right)_x - [\epsilon(\gamma - 1)]^{-1} \sqrt{\gamma^2 - 2(\gamma - 1)(\epsilon^2u^2 + \bar{\varrho})} = 0.
\]
Again, using the identities in (4.2), the LWE, given by (3.7), can be written as the following first-order system of partial differential equations:

\[
\begin{align*}
(\gamma + 2)\varrho - \frac{1}{2}(\gamma + 1)\varrho^2 &+ \epsilon u_x = 0, \\
\epsilon u_t + \epsilon^{-1} \varrho_x = 0.
\end{align*}
\] (4.9)

Then, we introduce the variable transformation

\[
\tilde{\varrho} \overset{\text{def}}{=} (\gamma + 2)\varrho - \frac{1}{2}(\gamma + 1)\varrho^2 \iff \varrho = \frac{1}{\gamma + 1} \left[ \gamma + 2 \mp \sqrt{(\gamma + 2)^2 - 2(\gamma + 1)\tilde{\varrho}} \right],
\] (4.10)

where, again, the minus sign must be selected because we require that \( \tilde{\varrho} \to 0 \) as \( \varrho, u \to 0 \). Upon substituting the latter into (4.9), we find that the conservation law corresponding to the LWE is

\[
\begin{align*}
\left( \frac{\tilde{\varrho}}{u} \right)_t + \left( \frac{\epsilon u}{-[\epsilon(\gamma + 1)]^{-1} \sqrt{(\gamma + 2)^2 - 2(\gamma + 1)\tilde{\varrho}}} \right)_x &= 0.
\end{align*}
\] (4.11)

Henceforth, in order to avoid ambiguity, we refer to the conservation law reformulations of the model equations derived in this section, that is, (4.1), (4.5), (4.8) and (4.11), as the Euler equations conservation law (EECL), the weakly nonlinear conservation law (WNCL), the inviscid Kuznetsov conservation law (IKCL) and the Lighthill–Westervelt conservation law (LWCL), respectively.

5. What makes one weakly nonlinear model better than another?

In this section, we give an argument, based on the first-order system formulation of the model equations, of why the LWE performs significantly worse than the IKE and WNE, and why the WNE is the ‘truly consistent’ weakly nonlinear model.

From the theory of characteristics (41), we know that a nonlinear acoustic wave has an amplitude-dependent propagation speed. That is, a fluid particle of certain density and velocity moves in space with a speed determined by the corresponding eigenvalue of the system of equations, which may depend on the density and velocity of said fluid particle. Therefore, we must analyse the structure of the first-order system formulation of the approximate equations to gain insight into the behavior of their (nonlinear wave) solutions.

To this end, after some algebraic manipulations, the WNE system, given in (4.3), can be rewritten as

\[
\begin{align*}
\left( \begin{array}{c}
\varrho \\
u
\end{array} \right)_t + \left( \begin{array}{c}
2\epsilon u \\
\epsilon^{-1} [1 - (\gamma - 1)(1 - \varrho)]
\end{array} \right) \left( \begin{array}{c}
\varrho \\
u
\end{array} \right)_x &= 0,
\end{align*}
\] (5.1)

and we find that the eigenvalues of the coefficient matrix are

\[
\lambda_{1,2} = \epsilon u \pm \sqrt{\epsilon^2 u^2 + (\gamma - 1)\varrho + 2 - \gamma}.
\] (5.2)

Since the square-root function is positive and monotone, we have that \( \lambda_1 \neq \lambda_2 \) and \( \lambda_{1,2} \in \mathbb{R} \) for all \( t \geq 0 \), as long as its argument remains non-negative, that is,

\[
\gamma - 2 < (\gamma - 1)\varrho + \epsilon^2 u^2 \implies \varrho > (\gamma - 2)/(\gamma - 1) + O(\epsilon^2);
\] (5.3)
this gives an upper limit of validity for the WNE. However, it is important to notice here that, since \( \rho > 0 \), the bound in (5.3) is always satisfied. Hence, no matter how large \( \rho \) is, (5.1) is strictly hyperbolic (and thus remains valid) provided \( \gamma \leq 2 \), which is always true for gases (1, 2).

Similarly, the IKE system, given in (4.6), can be recast as

\[
\begin{pmatrix}
\rho \\
u
\end{pmatrix}_t + \begin{pmatrix}
\frac{2\epsilon\rho u}{\gamma - (\gamma - 1)\rho} \\
\epsilon^{-1}
\end{pmatrix} \begin{pmatrix}
\rho \\
u
\end{pmatrix}_x = 0,
\]

and we find that the eigenvalues of the coefficient matrix are

\[
\lambda_{1,2} = \frac{\epsilon u \pm \sqrt{\epsilon^2 u^2 + \gamma - (\gamma - 1)\rho}}{\gamma - (\gamma - 1)\rho}.
\]

As before, we have that \( \lambda_1 \neq \lambda_2 \) and \( \lambda_{1,2} \in \mathbb{R} \) for all \( t \geq 0 \), as long as the argument of the square root remains non-negative, that is,

\[
(\gamma - 1)\rho < \epsilon^2 u^2 + \gamma \implies \rho < \gamma/(\gamma - 1) + \mathcal{O}(\epsilon^2);
\]

this gives an upper limit of validity for the IKE.

Also, the LWE system, given in (4.9), can be re-expressed as

\[
\begin{pmatrix}
\rho \\
u
\end{pmatrix}_t + \begin{pmatrix}
0 \\
\frac{\epsilon}{\gamma + 2 - (\gamma + 1)\rho}
\end{pmatrix} \begin{pmatrix}
\rho \\
u
\end{pmatrix}_x = 0,
\]

and we find that the eigenvalues of the coefficient matrix are

\[
\lambda_{1,2} = \frac{\pm 1}{\sqrt{\gamma + 2 - (\gamma + 1)\rho}}.
\]

Again, \( \lambda_1 \neq \lambda_2 \) and \( \lambda_{1,2} \in \mathbb{R} \) for all \( t \geq 0 \), as long as the argument of the square root in the denominator remains positive, that is,

\[
(\gamma + 1)\rho < \gamma + 2 \implies \rho < (\gamma + 2)/(\gamma + 1).
\]

Consequently, the LWE is strictly hyperbolic only when the latter inequality is satisfied.

Here, it is important to note that the WNE has the least restrictive requirement (in fact, one that is always satisfied for gases) on the value of the density that makes the corresponding first-order system strictly hyperbolic. On the other hand, both the IKE and the LWE have more restrictive upper bounds. Therefore, even for not-so-weakly nonlinear waves, we can expect that out of the three approximate equations considered in this paper, the solutions of the WNE will remain the closest to the exact ones (that is, those of the Euler equations). However, as long as the physical setup is within the limits of the finite-amplitude approximation (small \( \rho \)), all the aforementioned bounds on the density are satisfied.

Moreover, the eigenvalues of the WNE and IKE systems given in (5.2) and (5.5), respectively, depend upon the density and the velocity; therefore, there is a built-in balancing process. Similarly, if we examine the IKCL and LWCL given in (4.8) and (4.11), respectively, we realize that they are almost identical, except that the second component of the flux vector of the IKCL contains a term proportional to \(-u^2\). Consequently, the flux of the second conserved variable is always less than the corresponding flux in the LWCL. Therefore, we can deduce that the lack of this ‘balancing term’ in the LWCL can lead to the premature steepening and breaking of the wave, as we will see in section 6, when a velocity boundary condition (BC) is prescribed.
6. Numerical results

In (10), we considered the model equations subject only to a BC on the density. Though the latter provides a good context in which to study the weakly nonlinear models, it is less realistic than a BC on the velocity. That is to say, the density BC is more difficult to implement in real, physical situations, while a velocity BC is natural when studying, for example, the motion of pistons. Moreover, we have shown in (11) that the velocity BC proves to be ‘more challenging’ for the approximate models. Therefore, it is important to study the performance of the model equations in the context of both types of BCs, and we do so in this section.

To this end, we consider the conservation laws derived in section 4, that is, the EECL, WNCL, IKCL and LWCL, subject to the initial conditions

\[ \rho(x, 0) = 0, \quad u(x, 0) = 0, \]  

and the BCs

\[ \begin{cases} \text{(density BC)} & \rho(0, t) = [H(t) - H(t - t_w)] f(t), \\ \text{(velocity BC)} & \epsilon u(0, t) = \epsilon \sin(\pi t), \quad \epsilon = 0.26503 \end{cases} \]  

where \( H(\cdot) \) denotes the Heaviside unit step function, and recall that \( \rho = \varrho - 1 \) denotes the dimensionless acoustic density (or condensation). Note that the first two conditions reflect the fact that the medium ahead of wave-front \( \Sigma_1 \) is in its equilibrium state, and the third means that a pulse of finite duration (or width) \( t_w \) is introduced at the \( x = 0 \) boundary at time \( t = 0^+ \). For the simulations below, we take \( t_w = 1, \quad f(t) = \epsilon \sin(\pi t), \quad \epsilon = 0.26503 \) and the medium to be air at 20°C (\( \Rightarrow \gamma = 1.4 \)). Moreover, the spatial interval on which the equations are solved is chosen to be large enough so that no reflections occur from the downstream boundary. Finally, we note that for these parameter values, and for both the density and the velocity BCs, the predicted blow-up time of the acceleration wave’s amplitude is \( t_\infty = 1 \); see Appendix B.

6.1 Comparison of the solution profiles

We begin with the comparison of the solutions of the four models prior to the blow-up time \( t_\infty \). In Figs 1 to 5, we have plotted the solution of the EECL in blue, the WNCL in magenta, the IKCL in green and the LWCL in red; the dashed black line is the solution to the linear wave equation, and the solid black line is the theoretical slope of the curve at the wave-front (see (B.7)). The top row of each collection of plots shows the results for the density BC, and the bottom row shows the results for the velocity BC.

From Fig. 1, it is clear that, even for times much before the instant of blow-up, the solutions of the WNCL and IKCL are very close to the solution of the EECL, while the solution of the LWCL is not. Moreover, the profiles predicted by the WNCL are always closer to the EECL than those predicted by the IKCL. This shows that the unnecessary approximations made in deriving the IKE and LWE degrade the performance of these models. In addition, it should be noted that the difference between the solutions of the WNCL and IKCL appears to be of order \( \epsilon^2 \approx 0.07 \), at least for \( t \ll t_\infty \), which is quantitatively fully consistent with the approximations we have made.

As discussed in (10), a weakly nonlinear approximation can eventually lead to a faster steepening of the profile because of the saturation of the nonlinearity. This is due to the fact that (3.4) contains a term cubic in \( \phi \), which the approximate equations lack, that can mitigate the adverse effects of the term quadratic in \( \phi \), when the gradients of the potential become considerably large. The saturation
Fig. 1 Snapshots of the scaled dimensionless acoustic density $\rho/\epsilon$ and velocity $u$ at $t = 0.5$. In the top and bottom row of each collection of plots are the results for the density and velocity BCs, respectively. The color convention is as follows: in blue is the EECL, in magenta is the WNCL, in green is the IKCL, in red is the LWCL, in dashed black is the linear wave equation and in solid black is the theoretical tangent at the wave-front.

of the nonlinearity is enhanced in the IKCL and LWCL, whose solutions steepen faster than that of the WNCL, resulting in a larger deviation from that of the EECL, as shown particularly well by Figs 2 and 3. Furthermore, the numerical results shown in the latter figures suggest that the velocity BC triggers a faster response from the nonlinear terms than the density BC, thus the solutions of the WNCL and IKCL end up more than twice the distance from the reference (EECL) solution as compared with the density BC case.

The important result here is that the profiles predicted by the WNCL are in very good quantitative agreement with the corresponding exact (EECL) profiles, while the profiles predicted by the IKCL and LWCL are not. In particular, the solution of the LWCL appears to break prematurely by/at $t = 0.75$ in the case of the velocity BC (see the bottom row of Fig. 2)! The formation of a shock before the blow-up time of the acceleration wave, as predicted by singular surface theory, means that the mechanisms of wave steepening (that is, the cumulative effects of nonlinearity) in the LWCL operate at a faster rate than in the other models.

Figure 3 shows the situation at the instant of blow-up, that is, $t = t_\infty$. The solutions of the WNCL and IKCL follow strictly the steepening pattern of the exact (EECL) solution. Though the amplitude of the wave is slightly exaggerated, the slope of the numerical solution at the wave-front is in very good agreement with that of the theoretical tangent line (see (B.7)), which is exactly vertical in this case. The LWCL again demonstrates an incorrect steepening mechanism; in the case of the
velocity BC, the solution has advanced beyond the wave-front and is considerably different from the reference one since it appears to have already formed a shock by/at $t = 0.75$.

Figure 3 also illustrates the following interesting result. If the LWCL profile in both the upper panels were replaced with the one from the lower left panel, then the ‘transplanted’ LWCL profile would be in closer agreement (near $x \approx 0.4$) with the existing EECL, WNCL and IKCL profiles, for both the density and the velocity. This observation serves to highlight the extent to which the qualitative behavior of the solution changes when terms containing different partial derivatives are swapped. Since, in the derivation of the LWE, a term proportional to the velocity (that is, $\phi_x$) was replaced by a term proportional to the density (that is, $\phi_t$), then imposing the BC on the velocity makes the latter behave similarly to the density in the other models when a density BC is imposed. In a sense, the LWE does not correctly ‘recognize’ the physical quantity called velocity. All this means that the LWE presents a distorted physical picture and should not be used for actual modeling of acoustic wave propagation.

Figures 4 and 5 show that the same observations are true for times beyond the instant of blow-up. At this point, the WNCL and IKCL show an, albeit small, increase in the speed of the shock wave, while the LWCL is completely wrong. The faster (compared to the EECL) shock speed predicted by the approximate models can be explained by invoking the Rankine–Hugoniot conditions (12, 13, 41), appropriately formulated for the conservation laws derived in section 4. In other words, the saturation of the nonlinearity in the approximate models results in excessive steepening of the wave-form; and thus, the amplitude of the shock wave (when it forms) is larger for the latter than for...
the EECL. Therefore, the discontinuity propagates faster than predicted by the EECL. Furthermore, in the vicinity of the shock, the solution of the WNCL is closer to that of the EECL than the solution of the IKCL. Consequently, it is clear that, in the context of finite-amplitude acoustics, the WNE is a better choice than the IKE. Of course, this should not be a surprise; as we have already mentioned, the IKE embodies an additional (unnecessary) approximation.

6.2 Quantifying the error in the approximate equations

Following the same color convention established in Fig. 1, in the left column of Fig. 6 we have plotted the $L^1$-norm of the difference between each of the approximate solutions (that is, those of the WNCL, IKCL and LWCL) and the reference (EECL) solution, as a function of time, for the density. That is to say, we plot the quantity

$$L_{\text{error}}^1(t) = \frac{1}{N} \sum_{i=0}^{N-1} |\rho_{\text{approx}}(x_i, t) - \rho_{\text{exact}}(x_i, t)|,$$

(6.3)

where $N$ is the number of computational cells used and $x_i$ is the center of each one (see Appendix A). Even past the blow-up time of the acceleration wave (or shock formation), the latter quantity is a good measure of the error because the weak solutions to the conservation laws (that is, shocks) are no longer continuous functions but only integrable (that is, $L^1$) functions (13). Note
that $\varrho_{\text{exact}}$ stands for the numerical solution to the EECL and not an analytical exact solution to the initial-boundary value problem.

The trend of the error curves is similar for the two types of BCs we considered. There is a saturation of the error with time, which correlates with the fact that the profiles of the solutions eventually ‘break’ due to a combination of nonlinear steepening and blow-up of the acceleration wave, at which point the profiles no longer change rapidly in time. In other words, as the steepening occurs initially, we see the rapid error growth, thereafter the error’s order of magnitude is more or less constant. The most important result (see also (11)) is that the LWCL error is consistently an order of magnitude larger than the IKCL error, which further exemplifies the inadequacy of the LIA for nonlinear waves. Moreover, the WNCL error is, on average, half an order of magnitude smaller for the density BC and a third of an order of magnitude smaller for the velocity BC than the respective IKCL error. This shows that the WNE is consistently performing better than the IKE and, of course, the LWE.

Furthermore, in the right column of Fig. 6, we have plotted the maximal percent error between the approximate solutions and the reference solution. The latter quantity is defined as

$$P_{\text{error}}(t) = \max_{0 \leq i \leq N-1} \left| \frac{\varrho_{\text{approx}}(x_i, t) - \varrho_{\text{exact}}(x_i, t)}{\varrho_{\text{exact}}(x_i, t)} \right| \times 100.$$  

(6.4)

Naturally, it is only well defined up to the moment of blow-up (or shock formation) since it presupposes the solution has meaningful point values (13).
Fig. 5 Snapshots of the scaled dimensionless acoustic density $\rho/\epsilon$ and velocity $u$ at $t = 2\cdot0$ for the density BC (top row) and the velocity BC (bottom row). The color convention is the same as in Fig. 1.

The maximal error of the LWCL solution is as much as 20 per cent, which corroborates the results in the literature (11, 14), while that of the WNCL and IKCL solutions is less than one per cent and two per cent, respectively. What is important to note is that at the time of shock formation, the maximal percent error in the solution to the WNCL is half that of the IKCL, for both the density and the velocity BCs, showing once again that the WNE consistently performs better than the IKE.

Finally, so as not to belabor the point, we have only shown the error in the density, since the trend of the error in the velocity is similar.

7. Conclusions

In this paper, we have presented an in-depth comparative study of four different models of lossless, nonlinear acoustic propagation: the (exact) Euler equations, a straightforward weakly nonlinear equation (WNE), the inviscid version of Kuznetsov’s equation (IKE) and the Lighthill–Westervelt equation (LWE). Upon applying the further assumption, beyond those on the fluid/flow, that $\epsilon \ll 1$, we obtained the WNE from the Euler equations as a finite-amplitude, or weakly nonlinear, approximation. Then, we showed how the IKE and LWE can be derived from the WNE under further approximations. Using this unified framework of the model equations, we have provided a critical discussion of the adequacy and utility of the various ‘standard’ approximations.

Furthermore, we presented a novel reformulation of the three weakly nonlinear models as hyperbolic systems of conservation laws, which allowed us to employ a Godunov-type finite-difference
scheme to numerically solve the three model equations. In this manner, we obtained (expounding on our previous work (11)) numerical solutions for the WNEs for times exceeding the instant of blow-up (or shock formation). This gave us the unique opportunity to subject the approximate models to rigorous ‘interrogation’ and to ascertain the limits of their validity.

The main result of the present work is that the WNE is, both quantitatively and qualitatively, a much better model (that is, it performs better for longer times and larger Mach numbers) of acoustic waves in lossless fluids than its siblings: the IKE and the LWE. This extends our previous result (11) to include the WNE, namely, we show that, while the WNE’s and IKE’s solutions remain close to the reference one (Euler), the LWE’s does not since the latter model is ‘crippled’ by use of the LIA, giving acceptable results only for $t \ll t_\infty$ and $\epsilon \ll 1$.

A far-reaching conclusion of this paper (supporting our previous ones (10, 11)) is that cumulative nonlinear effects, such as nonlinear steepening, are significantly affected by the assumptions made in the weakly nonlinear approximations. That is to say, even though (as testified by the singular surface theory analysis) the dynamics at the wave-front are identical in the approximate and exact equations (when the medium ahead of the wave-front is in its equilibrium state), the cumulative effects of nonlinearity can lead to steepening and even breaking (shock formation) behind the wave-front (recall the bottom row of Fig. 2). It was only possible to discover the latter effects after reformulating the model equations as conservation laws and using the powerful numerical tool of Godunov-type schemes.
Another important finding was that the cubic nonlinearity in the PEE (that is, (2.18) and (3.4)) plays a crucial role in the development of a wave-form. In particular, even though the cubic term is an order of magnitude smaller in $\epsilon$ than the quadratic term, neglecting the former can noticeably alter the long-time dynamics because it ‘saturates’ the nonlinearity. That is to say, the cubic term tends to limit the nonlinear steepening of the wave because it has the opposite sign from the quadratic term, mitigating the adverse effects of the latter. For this reason, all three weakly nonlinear models tend to artificially amplify the cumulative nonlinear effects.

Finally, we note that future work could include studying (2.24) the exact potential equation for a barotropic fluid with a quadratic equation of state, which involves the Lambert W-function, that we derived in section 2.2. In addition, one could extend the present approach of deriving consistent weakly nonlinear approximations, and providing numerical results via Godunov-type schemes, to non-homentropic flows (42) and/or to the modern theories of gas dynamics (24).
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**APPENDIX A**

The high-resolution Godunov-type conservative numerical method that we used to numerically solve the conservation law discussed in section 4 is known as the MUSCL–Hancock scheme (12), which is an $O[(\Delta x)^2 + (\Delta t)^2]$ accurate method, in regions of smooth flow. In this Appendix, we present a brief summary of the algorithm.

To this end, consider a generic hyperbolic system of conservation laws:

$$ Q_t + F(Q)_x = 0, \quad (A.1) $$

where $Q$ and $F(Q)$ are column vectors containing the conserved quantities and their corresponding fluxes, respectively. Then, given the domain $[0, l]$, we construct a cell-centered grid with $N$ cells; that is, letting $\Delta x = l/N$, the cells’ centers are located at $x_i = (i + \frac{1}{2}) \Delta x$, $0 \leq i \leq N - 1$. The average of $Q$ over the $i$th cell at time $t = t^n$ (that is, at the $n$th time step), denoted by $Q^n_i$ and assigned to be the value of $Q$ at the cells’ centers, is the quantity we seek to compute.

We approximate the conservation law in (A.1) via the conservative discretization

$$ Q^{n+1}_i = Q^n_i + \frac{\Delta t^n}{\Delta x} \left( F^n_{i+\frac{1}{2}} - F^n_{i-\frac{1}{2}} \right), \quad (A.2) $$

where $F^n_{i-\frac{1}{2}}$ and $F^n_{i+\frac{1}{2}}$ denote the fluxes through the left and right interface of the $i$th cell, respectively. Henceforth, we leave the temporal superscript $n$ understood.

Since the discretization given in (A.2) is only first-order accurate in space and time, we perform a slope-limited linear (MUSCL) extrapolation of the cell interface values of $Q$ based upon the cell center values to obtain second-order accuracy in space. In other words, we choose

$$ Q^{L,R}_{i-\frac{1}{2}} = Q_i \pm \frac{1}{2} \text{mm}(Q_i - Q_{i-1}, Q_{i+1} - Q_i) \quad (A.3) $$

to be the values of $Q$ at the $i$th cell’s left and right interface, respectively. In the above equations, the slope in each cell is determined by the nonlinear ‘minmod’ limiter defined as

$$ \text{mm}(a, b) = \frac{1}{2} [\text{sgn}(a) + \text{sgn}(b)] \cdot \min(|a|, |b|), \quad (A.4) $$
where $\text{sgn}(a) = |a|/a$ for any real $a \neq 0$, and it vanishes otherwise. The nonlinear limiter ensures that no spurious oscillations are introduced in the solution.

Upon extrapolating the cell interface values of $Q$, we perform a non-conservative predictor time half-step to obtain the evolved cell interface values:

$$Q_{i}^{L,R}(t + \Delta t) = Q_{i}^{L,R}(t) + \frac{1}{2} \frac{\Delta t}{\Delta x} \{ F(Q_{i}^{L}(t)) - F(Q_{i}^{R}(t)) \}. \tag{A.5}$$

Then, we set up a local Riemann problem (RP), that is, a Cauchy problem with discontinuous initial data, on each cell interface of the grid. We continue by computing the flux through the cell interfaces from the solution to the local RPs.

In order to decrease the computational time and the complexity of the algorithm, we solve the RP at each interface by the approximate method of Harten, Lax and van Leer (HLL) \((12, 13, 43)\). So, we take

$$F_{i+\frac{1}{2}} \approx F_{HLL}^{L,R} = \frac{S_{R}^{+} F(Q_{i+1}^{R}) - S_{L}^{-} F(Q_{i}^{L}) + S_{R}^{+} S_{L}^{-} (Q_{i+1}^{L} - Q_{i}^{L})}{S_{R}^{+} - S_{L}^{-}}, \tag{A.6}$$

where $S_{L}$ and $S_{R}$ (by assumption, $S_{L} \leq S_{R}$) denote (estimates of) the speed of the fastest- and slowest-moving waves in the solution of the RP, respectively, with $S_{L}^{-} = \text{min}(0, S_{L})$ and $S_{R}^{+} = \text{max}(0, S_{R})$. Various choices for the wave speeds can be found in the literature \((12, 13)\). Note that computing the intercell flux via \((A.6)\) from the evolved data \((A.5)\) used as the initial condition for RP constitutes a corrector time half-step, resulting in a scheme that is second-order accurate in time.

The stability of any explicit finite-difference method, such as the one described above, is contingent upon the Courant–Friedrichs–Lewy (CFL) condition, that is, the time step must be such that

$$S_{\text{max}}^{n} \Delta t^{n} \leq \Delta x \iff \Delta t^{n} = C_{\text{CFL}} \Delta x / S_{\text{max}}^{n}, \tag{A.7}$$

where $S_{\text{max}}^{n}$ denotes the speed of the fastest intercell wave at time $t = t^{n}$ and $C_{\text{CFL}}$ the Courant–Friedrichs–Lewy number ($0 < C_{\text{CFL}} \leq 1$). In practice, the $C_{\text{CFL}}$ is determined empirically so that the scheme is stable. According to this condition, a new time-step size $\Delta t^{n}$ is determined at the end of each time step.

Furthermore, the physical problems that we solve in section 6 require the use of both transmissive and reflective BCs. These BCs are implemented via two ‘ghost’ cells \((10, 12, 13)\) at each end of the grid.

Finally, all results in this paper are for $l = 3$ and $N = 4000$. Moreover, we chose $C_{\text{CFL}} = 1.0$ for the Euler equations, the IKE and the WNE; however, for the LWE we were forced to use $C_{\text{CFL}} = 0.3$ due to stability issues.

**APPENDIX B**

The evolution of an initial discontinuity in the acceleration for times before the formation of a shock is successfully described by the theory of singular surfaces \((19, 25, 44)\). Since we carried out a detailed study of acceleration waves based on the (fully nonlinear) 1D Euler equations in \((10, 11)\), we present here just a brief outline of these results for the convenience of the reader.

Consider a smooth planar surface $x = \Sigma(t)$ that is propagating, say, to the right, with speed (as measured by an observer at rest) $V(>0)$ along the $x$-axis of a Cartesian coordinate system. Let the speed of $\Sigma$ with respect to the fluid, which we take to be a perfect gas, immediately ahead of it be $U(>0)$. Here, a ‘+’ superscript denotes the region into which $\Sigma$ is advancing and a ‘−’ superscript denotes the region behind $\Sigma$. Furthermore, suppose that both $u$ and $\varrho$ are continuous functions of $x$ and $t$, but that at least one of their first derivatives, say $u_{t}$, suffers a jump across $\Sigma$, that is, $\|u\| = \|\varrho\| = 0$, but $\|u_{t}\| \neq 0$. Here, $\|F\| \equiv F^{-} - F^{+}$, where for any function $F$ we assume that $F^{\pm} \equiv \lim_{x \to \Sigma(t)\pm} F(x, t)$ exist, and we note that $F^{\pm}$ are at most functions of $t$ only. If $F^{-} \neq F^{+}$, then $\Sigma$ is termed a singular surface; and since $F = u_{t}$, the surface $\Sigma$ is classified as an acceleration wave \((19, 44)\). Given the above, and the value of $\|u_{t}\|$ at $t = 0$, we can determine $\|u_{t}\|$ for all later times using singular surface theory.
Using Hadamard’s lemma (19, 25, 45), and the assumptions \( \|u\| = \|\varrho\| = 0 \), we obtain
\[
V\|u_x\| + \|u_t\| = 0, \quad V\|\varepsilon_x\| + \|\varepsilon_t\| = 0. \tag{B.1}
\]
By taking jumps of the (dimensional) 1D Euler equations
\[
\varrho_t + u\varrho_x + \varrho u_x = 0, \quad \varrho(u_t + uu_x) + \varrho x = 0, \tag{B.2}
\]
employing the formula for the jump of a product, \( \|AB\| = A^+\|B\| + B^+\|A\| + \|A\|\|B\| \), and simplifying, we get the two additional jump relations
\[
\|\varepsilon_t\| + u^+\|\varepsilon_x\| + \varrho^+\|u_x\| = 0, \quad \varrho^+\|u_t\| + \varrho^+u^+\|u_x\| + \varrho^+\|\varepsilon_x\| = 0. \tag{B.3}
\]
Using (B.1) and (B.3), we can express the jumps in \( \varepsilon_x, \varepsilon_t \) and \( u_x \) in terms of the jump in \( u_t \). This yields, after simplifying and setting \( A(t) \equiv \|u_t\| \),
\[
\|u_x\| = -V^{-1}A, \quad \|\varepsilon_t\| = \frac{\varrho^+}{V-u^+}A, \quad \|\varepsilon_x\| = \frac{-\varrho^+}{V(V-u^+)}A. \tag{B.4}
\]
Next, we recall the well-known expression for the wave speed:
\[
V = u^+ \pm \sqrt{\varrho^+}, \tag{B.5}
\]
where the ‘\( \pm \)’ cases refer to as ‘downstream’ and ‘upstream’ waves, respectively.

For definiteness, let us now assume that the gas ahead of \( \Sigma \) is in its equilibrium state. Thus, \( u^+ = 0 \), \( \varrho^+ = \varrho_0 \), \( \varrho^+_\varrho = \varrho_0^2 \) and \( \varrho^+_\varrho = \varrho_0^2(\gamma - 1)/\varrho_0 \), and \( V = c_0 \), where \( c_0 \equiv \sqrt{\gamma \varrho_0/\varrho_0} \) denotes the sound speed in the undisturbed gas. Omitting the details, it can be shown that the jump amplitude is governed by the following (quadratic) Bernoulli equation (10):
\[
\frac{\mathcal{D}A}{\mathcal{D}t} - \Lambda_0 A^2 = 0, \tag{B.6}
\]
the solution of which is
\[
A(t) = \frac{A(0)}{1 - \Lambda_0 A(0)t}. \tag{B.7}
\]
where \( \Lambda_0 = c_0^{-1}(\gamma + 1)/2 \) is a positive constant, the 1D displacement derivative \( \mathcal{D}/\mathcal{D}t \) gives the time rate of change measured by an observer traveling with \( \Sigma \) and the value of \( \|u_t\| \) at time \( t = 0 \) is denoted by \( A(0)(\neq 0) \).

According to (B.7), the evolution of \( A(t) \) can be qualitatively described as follows:

(i) If \( A(0) < 0 \) \[ \Rightarrow \] that \( \Sigma \) is expansive (19), then \( A(t) \to 0 \) from below as \( t \to \infty \).

(ii) If \( A(0) > 0 \) \[ \Rightarrow \] that \( \Sigma \) is compressive (19), then \( \lim_{t \to t_{\infty}} A(t) = \infty \), where the breakdown time \( t_{\infty} \) is given by \( t_{\infty} = [\Lambda_0 A(0)]^{-1} \).

Note that case (ii) gives the condition for finite-time blow-up. Finally, in terms of the non-dimensional variables given in (2.4), the breakdown (or blow-up) time is given by \( t_{\infty} = 2[\varepsilon(\gamma + 1)A(0)]^{-1} \).