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Introduction

Having attended the first National Workshop on Teaching Evidence-Based Medicine (Oxford, 1995), one of us actually has the T-shirt declaring his critical appraisal credentials. But although trained in clinical epidemiology, both before and since the workshop, the same person continues daily to doubt his critical thinking skills. The profusion of mini-guides and short courses in Critical Appraisal and Evidence-Based Practice has enriched our curricula for over a decade,1 but perhaps basic skills of critical thought should take precedence in developing our day-to-day practice, which is rather less informed by the published evidence than we would care to admit.

Although the term critical thinking was used in the General Medical Council’s 1993 edition of Tomorrow’s Doctors, it has now been dropped in favour of phrases such as: an ability ‘to gain, assess, apply and integrate new knowledge…’; or an ability ‘to integrate and critically evaluate evidence…’.2 While a shift towards problem-based learning has occurred in some UK medical schools, the proof that such curricula can enhance critical thinking may be elusive.3 However, many of the contributions to the teaching of critical thinking have not come from medical schools, but rather from philosophy and psychology departments, and there are now regular International Conferences on Critical Thinking.4 Perhaps it is time to learn some lessons from the ‘professionals’. Below we describe a few local initiatives to promote critical thinking at an undergraduate and post-graduate level. We give a brief overview of some material covered in a one semester course (for third-year medical students), and briefly describe a few take-home messages that postgraduates have also found helpful. Space permits description of only a small selection of this material.

Cognitive concepts and their application to clinical judgment

To be human is to be fallible. Further, most of us prefer to expend the least possible effort in achieving our goals, including thinking about how to achieve them. In the words of epidemiologist Carol Buck, ‘If our motor engines were as erratic as our deliberate intellectual efforts, most of us would not get home for supper’. Our thinking processes are often either: (i) hasty, with insufficient investment in deep processing or examination of alternatives; (ii) narrow, with a failure to challenge assumptions or consider other points of view; (iii) fuzzy, or imprecise and prone to conflation; or (iv) sprawling, or disorganized with a failure to conclude. While educationalists have designed programmes to remedy these deficiencies, few clinical texts highlight strategies to deal with them.

Kassirer and Kopelman’s Learning Clinical Reasoning is one of the few, and it uses a rich compendium of clinical cases to illustrate strategies...
for better clinical thinking,\textsuperscript{6} drawing from a vast literature on the structure of medical knowledge and the nature of expertise.\textsuperscript{7} For example, the potential bias induced by availability and representativeness heuristics (i.e. faulty ‘rules of thumb’, when saliency and typicality may affect estimates of probability) is well documented,\textsuperscript{8} as are the effects of the ‘illusion of control’ and ego bias that can lead to overestimation of the probability of good outcomes when we ourselves are making choices\textsuperscript{9} (for example, surgeons often overestimate the chances of success when they are in charge). A frequent and pervasive cognitive bias affecting everyday practice is ‘confirmation bias’, where we invest more time in seeking to confirm (rather than refute) hypotheses. The same type of process governs our tendency to associate physical signs with disease processes, when we have not sought out the correct denominator\textsuperscript{10} (Figure 1). An excellent recent mini-series in the Canadian Medical Association Journal also reminded us of a slightly different set of cognitive biases that must be overcome when interpreting patients’ histories.\textsuperscript{11} A couple of simple examples are the context dependency of recall and the persistence of beliefs about their illness, often about coincidences, such as the fact their arthritis is made worse by certain weather patterns.

Roy Poses has concisely summed up some of the proven strategies that can subvert the most important cognitive biases affecting clinical judgment,\textsuperscript{12} including: (i) obtaining feedback on the judgment process and outcome of judgment; (ii) overt accountability and justification for decision making; and (iii) the necessity to focus on alternatives. In our guide to critical thinking, we emphasize the need to avoid perceptual biases, by reframing problems, seeking descriptions from multiple reference points and the need to search for neglected information, particularly information contrary to the proposition. The latter points are illustrated by problems of premature closure in several of the clinical cases discussed by Kassirer and Kopelman.\textsuperscript{5}

**Strategies for problem solving and hypothesis testing**

The reasoning that we apply at the bedside is usually of three types: (i) probabilistic, when we correctly appreciate the information value of signs and symptoms; (ii) causal, which requires an understanding of anatomical and physiological processes; and (iii) rule-based, which requires patterns to be recognized first, before algorithms can be applied. Although the importance of each varies according to the type of problem to be solved, it is humbling to consider that in the substantial literature on the nature of expertise, it is suggested that what experts are doing is not so much solving problems as remembering previous solutions.\textsuperscript{13}

Accumulating evidence now points to the importance for clinicians of ‘chunking’ knowledge and memory into meaningful parts. The philosopher Susan Haack uses a crossword metaphor to describe how we then elaborate our knowledge to promote problem solving: ‘How reasonable an entry in a crossword is depends on how well it is supported by the clue and any other intersecting entries… and how much of the crossword has been completed… How well evidence supports a proposition depends on how much the addition of the proposition improves its explanatory integration’.\textsuperscript{14} Though the principles of adequacy, parsimony, coherence, robustness, primacy and prediction may guide us when evaluating diagnostic hypotheses,\textsuperscript{15} we live in a complex non-linear world in which small changes
in initial conditions may lead to large and unpredictable effects.\textsuperscript{16} We need tools to help structure problems at and beyond the bedside, before we even attempt their solutions. Without a systematic approach to structuring the problem, the focus of the question will be too vague or misdirected, or we may permit the problem statement to be assumption- or solution-driven.

Tools have emerged that can help us structure our problems and improve our thinking towards their solution. Miriam Hunink’s ProACTIVE framework\textsuperscript{17} (Figure 2), bears many similarities to predecessors.\textsuperscript{16} Essentially, to move towards a solution, the problem must be defined in the correct terms, the objectives of any solution stated clearly, the possible alternatives and their consequences listed; in so doing the tradeoffs may become apparent. Finally, the solution to one problem may derive consequences for others and so past decisions have to be integrated with the current problem and possible future decisions. Only then can a solution be properly be evaluated.

We must not forget the power of a variety of visual tools and diagramming techniques that can help both structure problems and point toward solutions. For decades, decision analysts have used simple tree diagrams to help structure and solve clinical problems and improve the underlying reasoning processes.\textsuperscript{19} At an earlier stage, thinking maps\textsuperscript{20,21} (which, as ‘concept maps’, have proved effective in medical education)\textsuperscript{22} and causal flow diagrams can be promoted and enriched with an assortment of software tools. Mapping out the links in a causal chain of the circumstances leading to ‘near misses’ or sentinel events is proving a simple and effective technique to understanding and preventing medical error.\textsuperscript{23,24} At the same time, a growing number of clinicians are seeing the

\begin{center}
\begin{tabular}{|l|}
\hline
Pr \\
What is the core problem? Keep asking Why…Why ….Why? \\

O \\
What are the real objectives? e.g. prevention vs. cure; short term vs. long term; whose perspective? \\

A \\
What are the alternative courses of action? e.g. wait and see; intervene; gather more information. \\

C \\
What would the consequences of these actions be? Can they be better defined using balance sheets or decision trees? \\

T \\
What are the trade-offs? e.g. how might patients trade quality vs. duration of life? \\

I \\
How can we integrate the evidence? e.g. looking for linkages between decisions. \\

V \\
How do we place value on the possible outcomes of our decision? e.g. by maximizing expected utility? \\

E \\
Evaluate and explore our assumptions further eg sensitivity analysis may help tease out the elements of the problem which are probability driven and those which are value driven.

\hline
\end{tabular}
\end{center}

Figure 2. The ProACTIVE\textsuperscript{16} approach to clinical decision-making.
value of borrowing from recent developments in management science and finding applications for the ‘theory of constraints’ (TOC) in solving bedside and health service problems. While many of the tools in TOC involve diagrams, their most important contribution is in helping us distinguish necessary from sufficient factors that determine the outcome of a problem, allowing us to identify our underlying assumptions and the core constraints in the system.26

Analysing arguments

For millennia, philosophers have taught their pupils the skills of argument. While doctors may believe in the ascendancy of deductive certainty, with a veneration of canons of scientific induction, modern texts on critical thinking take a more practical view of rationality as exercised in argument.27–30 In simple terms, this boils down to asking the right questions. Figure 3 illustrates the main ones. An awareness of the more common fallacies (Figure 4) in an argument may certainly assist in identifying flaws, although such checklists should not be used slavishly. Depending on the complexity of the argument, it is often more revealing and important to ensure that its structure has been mapped correctly. A pioneer of this type of analysis was Stephen Toulmin who, in The Uses of Argument (1958) sought a new method for laying out the structure of arguments, and saw that real-world argument had an organic structure that consisted not only of logical operators, premises and conclusions, but also of various claims on a probabilistic basis, and of what we take to be more or less warranted beliefs. Since then, while there seems to be an increasing market for a variety of argument mapping tools, researchers have analysed the power of visual techniques for inference. Figure 5, however, uses a much simpler software package called Reason! able (available at [http://www.goreason.com/]) to diagram an argument, the specific example being of biomedical interest to undergraduates, namely the legacy-of-slavery hypotheses to explain the higher prevalence of hypertension in African Americans vs. Caucasians. Essentially, the tool assists the user in exposing all the assumptions, in a sequential process that traces the steps from the argument’s conclusion back to the supporting premises, clarifying the underlying structure and making clearer any counterclaims about the premises or problems with the logical structure of the argument. The experience of others in using these techniques is encouraging.31

One might well ask whether any of these approaches are of provable worth. In the recent International Handbook of Research in Medical Education, Norman calls for a moratorium on further efforts to teach and assess critical thinking, arguing largely from the low correlation between performance in critical thinking measures (such as the Watson-Glaser Critical Thinking Assessment)12 and the fact that so much of clinical expertise is context-dependent.33 However, we find modest correlation at best between students’ performance in Epidemiology courses and their eventual success in, say, Endocrinology or Orthopaedics, but the GMC is unlikely to argue for the abandonment of courses in Epidemiology (although some of our colleagues might!). Norman’s view also seems to pre-suppose that the majority of day-to-day thinking and decision making occurs at the bedside. A moment’s thought could produce evidence to the contrary: How should I prioritize my time today? How should I prioritize the patients on my waiting list? How can we devise the best strategy for my specialty in this Trust, that best serves the local population? What are the implications for the hospital of expanding the renal unit or introducing mobile coronary care in the community? What would the consequences be of making all sexually transmitted diseases

<table>
<thead>
<tr>
<th>What is the conclusion?</th>
</tr>
</thead>
<tbody>
<tr>
<td>What are the reasons given in support of this conclusion?</td>
</tr>
<tr>
<td>What are the unstated assumptions, including value assumptions?</td>
</tr>
<tr>
<td>What is the structure of the argument?</td>
</tr>
<tr>
<td>How can the truth of the reasons and assumptions be evaluated?</td>
</tr>
<tr>
<td>Is there additional evidence that could strengthen or weaken the conclusion?</td>
</tr>
<tr>
<td>How plausible are the given explanations and how appropriate are any offered analogies?</td>
</tr>
<tr>
<td>Are there flaws in the reasoning?</td>
</tr>
<tr>
<td>Is the argument reasonable?</td>
</tr>
</tbody>
</table>

Figure 3. Argument analysis: asking the right questions.
- Appeal to authority
  - using testimonial evidence inappropriately

- Ad hominem fallacy
  - using a negative trait of a speaker or impugning his objectivity as evidence that his statement is false or his argument weak.

- Argumentum ad populum (appeal to emotion)
  - using emotional language so that rhetoric replaces logic

- False dilemma
  - all the relevant possibilities have not been considered

- Hasty generalization
  - inferring a general proposition from an inadequate sample of particular cases

- Post hoc, ergo propter hoc (after this, therefore because of this)
  - using the fact that one event preceded another as sufficient evidence for the conclusion that the first caused the second.

- Begging the question
  - trying to support a proposition with an argument in which that proposition is a premise

- Equivocation
  - using a word in two different meanings in the premises and/or the conclusion

- Appeal to ignorance
  - using the absence of proof for a proposition as evidence for the truth of the opposing proposition.

Figure 4. Argument analysis: common fallacies in reasoning.

Figure 5. Mapping an argument.
notifiable conditions? The list is endless. It is far better, in our view, to provide our students with a set of practical tools that they might learn to employ in tackling, if not solving, many of the complex problems that modern health professional face.
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