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The Internet, as well as the ever-simpler access to the network 
and the devices connected to it, have made incredible progress 
in recent years. Whereas until a few years ago it was still a 
communication channel for computers and their users, the 
development of ever smaller and more powerful electronics 
has made it possible to equip almost every conceivable device 
with such an interface. For example, it is possible to control 
almost all functions remotely via a computer, a tablet or a 
smartphone with a Smart Home App(lication) in your own 
four walls. The connection can be established wirelessly 
anywhere in the world via the mobile network or WLAN 
access. 
 
In addition to Smart Home, there are also apps for air and rail 
travel, ordering food and restaurants, shopping, health issues 
and much more. The imaginable possibilities are limitless and 
new applications are being added every day. The name for this 
network of devices and functions is the Internet of Things 
(IoT).  
 
By definition [2], the IoT is a network of physical objects 
equipped with electronics, software, sensors and 
communication, which enables the objects to exchange data 
with their manufacturer, the user and/or other connected 
objects. They use the (existing) infrastructure of international 
telecommunications. 
 
Consequently, it can be foreseen that this technology will also 
find its way into production; and one already speaks of the so-
called Smart Factory - that is to say a clever, shrewd factory. 
In order to give this child a unique name, we speak of the IIoT 
or the Industrial Internet of Things. 
 

The Industrial Internet of Things (IIoT) 

The IIoT then consists, in the vision, of clever (smart) 
interconnected things and freely available technologies and 
thus offers the potential to completely rethink production 
steps, service and maintenance, which in turn will trigger a 
tremendous boost in competitiveness [3]. 
 
What drives us now to this step, apart from the fact that new 
technologies will be used at some point anyway, and that, as is 
well known, appetite comes with eating? 
 
According to a study by Accenture Consulting [4], a world-
famous and renowned consulting firm in the fields of 
management, technology, service and outsourcing, the existing 
production infrastructure has enormous weaknesses that can 
be remedied with the help of the IIoT. 
 
For example, software in use today, but also sensors and 
controllers including PLCs, are consistently outdated and 
could only be upgraded with difficulty. Consequently, new 
requirements and improvements could not even be installed.  
 
Furthermore, the study states that these also offer only a 
limited ability to be integrated into existing system 
architectures and that data exchange with partners creates data 
silos.  

In this context, a data silo must be imagined in such a way 
that, for example, the process values mentioned above are 
collected for documentation purposes, but other systems do 
not have access to them, and even if they had access, they 
could do little with the representation of the data. Any further 
evaluations therefore require manual preparation. 
 
In addition, according to Accenture Consulting, the aging or 
outdated operating systems used have considerable security 
gaps and could not be easily replaced. In principle, the 
existing systems offer too few possibilities for embedded 
computing or intelligent controls. 
 
To put it in a nutshell: All the old stuff must be removed and 
the systems of the future must be completely rethought. 
 
Accenture's vision describes this aspired future as a 
collaboration of sensors, communication and processing 
technologies that are likely to network their data in a cloud. In 
this context, the term cloud refers to a virtually unlimited data 
memory that is located in nirvana, i.e. the end devices do not 
have any dedicated allocated physical memory but write to 
and read from the network. Cloud computing provides a whole 
range of IT infrastructures, such as computing power, data 
storage and software, so that it no longer has to be installed 
locally. 
  
To create these intelligent industrial products, standardized 
software will then be used that enables rapid program 
development. A common data model as well as common 
measurement and control architecture support the flow of 
insights and actions through the organization and its 
ecosystem of partners. 
 
The IIoT infrastructure will be trustworthy and resilient 
enough to adapt to inevitable compromises. 
 

Industry 4.0 

So we are on the threshold of the fourth industrial revolution. 
If you missed the three previous ones, here is a brief review by 
Domhnall Carroll presented at the Engineers Ireland's Annual 
Conference in May 2014 [5]. 
 
The first industrial revolution took place in the middle of the 
18th century. It was triggered by the use of hydroelectric 
power and steam engines to drive production machines that 
had previously been operated manually. The keyword here is 
the mechanical loom. 
 
Depending on the language area, the second industrial 
revolution is dated either in the late 19th century (Germany 
and France) or in the early 20th century with the introduction 
of the production line in a Chicago slaughterhouse around 
1920 (Anglo-American) [6]. As the modern words for current 
and new technologies are mostly covered with English terms, 
we agree on 1920. 
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The third industrial revolution came with the introduction of 
programmable logic controllers (PLCs) in 1969 and grounds 
on the development of digital technology. 
 
So what can we expect from the Fourth? 
 
The fourth revolution comes with the introduction of so-called 
Cyber-Physical Systems. These are collaborative elements that 
control physical units and can perform calculations. Perhaps it 
is better to call them computational elements that control 
physical units in cooperation? Decide for yourself, these 
cyber-physical systems are described with "collaborating 
computational elements controlling physical entities" [7]. 
 
What can we do with them? Or to put it more precisely, what 
can they do for us?  
 
In terms of production, each individual part then knows how it 
has to be processed, where it has already been and where it is 
to go next. Each machine can then talk to the parts and simply 
ask them what to do with them. Of course, machines and parts 
have access to the current production situation, such as orders 
on hand and orders in progress, etc., in order to decide if a 
change in the processing sequence or perhaps an alternative 
production process has advantages for the overall performance 
of the company and also benefits the partners of this company. 
 

Cyber-Physical Systems (CPS) 

In order to shed some light on these building blocks of 
Industry 4.0, let me quote Wikipedia: "A cyber-physical 
system refers to the combination of informatic, software-
technical components with mechanical and electronic parts 
that communicate via a data infrastructure, such as the 
Internet. A cyber-physical system is characterized by its high 
degree of complexity. The formation of cyber-physical 
systems results from the networking of embedded systems by 
wired or wireless communication networks" [8]. 
 
In order to better understand these systems and their structure, 
we consider the (logical) layers that make up a CPS. The 
structure resembles a pyramid (Fig. 2) and starts at the base 
with the Smart Connection Level. 
 

 
Figure 2: Schematic structure of a Cyber-Physical System, 
represented as a pyramid.  
 
 

Smart Connection Level 
 
Using this functionality, the CPS can collect and distribute 
data using standard protocols or protocols to be standardized.  
 
In order to give you an idea of the complexity here, we 
consider the existing address space of the Internet Protocol 
Version 4 (IPv4), which is still used for the most part today. 
Most common IP addresses consist of a sequence of 4 
numbers between 0 and 255, separated by dots; example: 
196.23.208.143 - randomly picked number. This allows 
3,707,764,736 devices to be addressed directly, taking into 
account encodings used elsewhere [9]. However, the last free 
segments were already assigned in 2011 [10]. This number 
will increase exponentially with the introduction of Smart 
Objects in the consumer sector (watches, refrigerators, 
automobiles) and above all with the introduction of intelligent 
systems in the production sector.  
 
In order to address this problem, a new, more powerful 
version - the IPv6 - was developed as early as 1995. A valid 
address then consists of 128 bits and is written in hexadecimal. 
Example: 2001:0DB8:0000:0001:0000:0000:0010:01FF [9]. 
In the future, this will make it possible for all Internet-enabled 
things to receive a unique address and thus offer the 
possibility of being addressed directly from anywhere. 
 
At the same time, however, the complexity of the processing 
increases, so that current embedded microcontrollers cannot 
(yet) perform this efficiently. Of course, work is already being 
done on this [11]. 
 
If the device can now connect to any other device, there is still 
the problem that the two devices do not speak the same 
language. So the manufacturers of CPS have to agree on a 
common language. Here, too, there are already approaches and 
models such as the Open Smart Grid Protocol [12], which is 
used in smart electricity meters. However, it will certainly take 
some time for manufacturers of sensors, controllers and 
regulators to reach agreement. It is therefore advantageous if a 
CPS is able to handle several languages. Of course, the 
devices can also be designed in such a way that they connect 
themselves and then simply test which language is spoken by 
the partner system. 
 
Irrespective of whether the participants in such a conversation 
understand each other, a simple and direct addressing of a 
participant in a production or company network offers hackers 
a perfect opportunity to access sensitive data through the back 
door. The keyword now is cyber security. If, for example, 
firewalls offer a relatively secure method of blocking an attack 
on the network from outside, routers and network switches, 
which are basically independent computers, are already in use 
today. An (automatic) software update can open a door into 
this device. If there is no meaningful horizontally effective 
protection in the corporate network, access to sensitive data 
can no longer be ruled out. This aspect requires the 
implementation of security measures at processor level [13].  
 
 
 

 

Configuration

Cognition

Cyber

Data to Information Conversion

Smart Connection
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Data-to-Information Conversion Level 
 
The next level is the Data-to-Information Conversion Level. 
This is where analyses of the functionality of machine parts, 
sensors, etc., as well as multidimensional data correlation take 
place, enabling performance and aging effects to be predicted.  
 
Consequently, this layer must know the connected physics 
exactly to be able to make reliable statements; the device is 
therefore aware of itself and the connected physics.  
 
A rather practical idea behind this is the switch from 
preventive to predictive maintenance, as we are used to from 
our cars today, which adjust the maintenance intervals 
according to the operating conditions and inform us in good 
time that we will soon be better off seeing the workshop of our 
car dealer. 
 
Cyber Level 
 
Level three is the Cyber Level. It is, so to speak, the 
information hub. This is where a virtual twin of the connected 
machine or physics runs, which can then use a time machine 
to provide even more precise information about the state of the 
plant; the twin can make even better predictions by comparing 
its performance with other similar plants [14]. 
 
A time machine in data technology can basically have two 
meanings. The first is that a backup of the current state of a 
computer is made cyclically or prior to changes, which 
enables a user to go back in time by loading a state lying in the 
past [15]. A second variant of a time machine consists in the 
possibility of calculating the current state into the future on the 
basis of assumed data with the help of a model. In this context, 
however, the authors assume that snapshots can be compared 
with the current states of similar systems and vice versa, thus 
enabling a statement to be made about the future performance 
of the younger systems. 
 
Cognition Level 
 
Level four is the Cognition Level. This is where the results of 
the self-assessment are combined to gain a deep understanding 
of the connected machines or systems. The results are then 
graphically presented to the users in such a way that they are 
supported in their decisions. 
 
Now it gets exciting. This level validates all data and findings 
collected in the subordinate levels and presents its view and 
assessment of the current situation in a form that is easy 
understandable for the operator who then can (at least still) 
make the final decisions. 
 
 
Configuration Level 
 
At the top is the Configuration Level. Here, the system can be 
configured based on priorities and risk considerations so that it 
can work fault-tolerantly. Of course, we are talking about self-
configuration, self-customization and self-optimization, i.e. 
the CPS automatically configures itself so that it can work 

fault-tolerantly. If deviations from the expected behavior 
occur during operation, the CPS changes its configuration 
accordingly and thus continuously optimizes its adaptation to 
the machine or the behavior of the connected machine. 
 

Artificial Intelligence 

Industry 4.0 speaks of a distributed intelligence, self-learning 
autonomous systems that are able to communicate with each 
other. If we connect these CPSs to a network, it strongly 
reminds of a brain, in which synapses are interconnected, 
which then represent functional areas and in which more or 
less reasonable decisions are made at the end of a multiplicity 
of impressions. This corresponds to the definition of artificial 
intelligence: the ability of a system to perform activities that 
are equivalent to learning and decision making in humans 
[16]. 
 
Do such systems already exist? A comparison with a modern 
car shows how a large number of autonomous systems are 
working together. It is not unusual for having up to nine or 
more different bus systems to be used for communication 
between engine control, safety circuits, navigation, 
entertainment, etc. If, for example, you are on the road with 
Cruise Control switched on and another car in front of you is 
braking, the Distance Assistant will slow you down. If the 
slow vehicle in front of you leaves the lane, the Cruise Control 
will do good if it first asks the Navigation System if there is a 
curve ahead before it gives the Engine Management the 
command to accelerate. However, there is still the Lane 
Assistant, which is helpful here. Even if autonomous driving is 
about to be ready for series production [17], your car will not 
relieve you of the decision whether you like to visit your 
family at the weekend or perhaps you want to make a few 
more deliveries. So we haven't reached 4.0 yet. 
 
Industry 4.0 is more like the swarm consciousness of bees or 
ants or the collective consciousness of the Borg, where a 
multitude of individuals is working towards a common goal. 
 
Transferred to heat treatment, distributed intelligence means 
that a furnace automatically requests the charge car when a 
batch is finished. The car then asks the parts what to do with 
them next. Then the car searches for the next free machine or 
an empty space in the stationary magazine. Self-learning 
means that it makes little sense for the trolley to drive long 
distances without a load. In the end, it must decide, in case 
more than one batch are ready for collection or if one batch 
could be transported to several machines. 
 
To make it clear once again, fully automatic production 
systems are already common practice today, but their 
"intelligence" is stored on a central computer. In addition, a 
rule-based software works in this computer, which makes 
decisions based on its programming and thus ultimately on the 
expertise of the software engineer. With 4.0 this is completely 
different; all components in the system have a certain equality 
of rights and make their decisions on the basis of common 
experience. 
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Are We Going to Replace Ourselves? 

The suspicion is obvious. But if you look at how our 
knowledge of today has developed over the centuries, you can 
see that knowledge always results from experience. These 
experiences are based on a more or less large number of 
experiments carried out in advance. 
 
In the beginnings of mankind these experiences were at best 
conveyed to a few people, mostly to children or grandchildren 
but also apprentices. With the invention of writing and many 
times more effective with the invention of printing it was 
possible to communicate these experiences to a larger number 
of people. 
 
Scientists have then tried to derive commonalities from these 
experiences and ideally to derive a generally valid description 
or model. Here, too, one must bear in mind that until a few 
decades ago, this was a rather time-consuming undertaking. 
As a reminder, the first pocket calculator only came on the 
market in 1967 and it could only do the four basic 
mathematical operations [18]. 
 
Since the advent of the digital age and especially since the 
introduction of the Internet, however, the sheer number of 
information has reached such an unimaginable amount that 
without search engines we would no longer be able to find 
them and assign them to subject areas.  
 
In addition there is another phenomenon. The abundance of 
available data would make it possible to develop better models 
and even models for systems that are far too complex up to 
now, if  we would be able to correlate them and discover 
mathematical correlations. 
 
Exactly at this point there is another difference to the pre-
computer age. In the past we tried to find functional 
correlations by imagination, but today more and more 
statistical methods are used to represent possible dependencies 
in polynomials or estimation functions. At the top of these 
methods are certainly also so-called neural networks, which 
make it possible to be adjusted by learning known results in 
such a way that it can calculate quite good predictions within 
certain limits.  
 
This technique dates back to the 1990s, but was limited to 
only a few layers due to the lack of computing power. 
Neuronal networks simulate the interconnection of nerve cells 
via synapses in the human brain. A neural network in a 
computer consists of an input layer and an output layer, 
typically connected via so-called hidden layers (see Fig. 3). 
Each layer consists of several units (neurons). In each unit, a 
sum function is formed with the weighted outputs of the 
connected upstream units [19].  
 

 
Figure 3: Neural network with three input units (Input Layer), 
eight units distributed over two intermediate layers in the 
hidden layer and one result unit (Output Layer). Simplified, 
each unit in a subsequent layer forms the sum of the weighted 
outputs of all units in the preceding layer. This sum then forms 
the result of the unit e.g. via a sigmoid function (σ(x)=1/(1+e-
x)). The learning algorithm changes the individual weights.  
 
The network is trained by determining the weightings of the 
individual connections to calculate the expected output values 
for the corresponding input values. This is done gradually, so 
that over time a state is reached in which all known patterns 
will be recognized, and even unknown patterns can be 
estimated with sufficient accuracy (Fig. 4). However, this 
technique requires a lot of computing time and is therefore 
mainly processed in parallel.  

 
Figure 4: Deep learning involves learning the neural network 
with the help of a large number of examples. Based on the 
resulting weighting of the individual neuronal connections 
(see Fig. 3), it can then also be assigned to input variables 
that have not been trained so far. 
 
Due to the development of ever more powerful computers, up 
to 20 or 30 layers of millions of interconnected artificial 
neurons can be mapped in current large computer systems. 
This technique is called Deep Learning and is used in search 
engines. 
 
Other systems are now more likely to go the way of trial and 
error in order to find functional correlations in almost 
unmanageable amounts of data [20]. 
 
Nevertheless, a three-year-old kid is superior to a 
supercomputer of today by worlds, and that with an energy 
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consumption of only 20 watts compared to the electricity 
consumption of a small town [21]. 
 
So, this does not (yet) raise the question of whether we can 
abolish ourselves with ever more powerful systems. From my 
point of view, we are only developing ever better tools that 
will enable us to keep pace with the enormous amounts of data 
that the IIoT will produce. 
 

Neural Networks 

In order to better understand the mechanism of a neural 
network we will have a closer look on one neuron (Fig. 5), the 
transfer function used to calculate the output (Fig. 6) and how 
they are interconnected in order to achieve the desired 
functionality (Fig. 7). 
 

 
Figure 5 [22] : A neuron computes the sum of all input values 
Xi multiplied by the weights Wi and adds an offset - Θ (Greek 
theta). This sum is supplied to a transfer function actually 
building the output of the neuron. Depending on the actual 
function of the neuron, different transfer functions can be 
chosen (see Fig. 6).  
 

 
Figure 6 [23] : Various transfer functions used in neural 
networks to build the output of a single neuron based on the 
sum of the input values. 
 

 
Figure 7: detailed view on a simple network with 4 input 
neuron, no hidden layer and 2 output neurons. 
 
Now having a schema on how neural networks are operating 
in general, the next step will be to see variations of 
interconnected neurons and the capabilities in terms of their 
ability to mimic functional interrelations. The simplest way is 
to connect the output of the input layer neurons to the inputs 
of the first hidden layer; their outputs connected to the inputs 
of the next hidden layer and so on until the outputs of the last 
hidden layer are connected to the inputs of the output layer. 
Such a setup is called a Feed Forward Neural Network or FFN 
Network (see Fig 8). This type of network is capable of 
evaluating certain 1 to N relations, all continuous functions 
and simple patterns. 
 

 
Figure 8: Schema of a Feed Forward Neural Network. 
 
A more complex network allows for some kind of memory by 
partially using the outputs of the hidden layer as additional 
inputs of the input layer (Fig. 9). This type of network is 
named Recurrent Neural Network and is able to compute 
everything that can be calculated; it can simulate all kind of 
procedures by being able to react on the memorized state in 
the past calculation. 
 

 
Figure 9: Schema of a Recurrent Neural Network. 
 
An even more sophisticated network adds to the ability of 
memorizing things the ability of forgetting things from the 
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past that have not been “important” enough – basically did not 
occur very often. Consequently, the name of this network type 
is Long Short Time Memory or LSTM network (see Fig. 10). 
Their better "memory" can be used to perform such complex 
tasks as speech recognition but also time series prediction! Be 
it for stock exchange values or weather forecast purposes. 
 

 
Figure 10: Schema of a Long Short Time Memory Neural 
Network [24]. 
 
 
Welcome to the World of Quantum Computing 

When you change the way you look at things, the things you 
look at change. This quotation is attributed to Max Planck on 
the homepage of D-Wave [25]. D-Wave already offers an 
almost futuristic approach to making predictions with 
extremely large amounts of data. As early as 2010, the 
Canadian company based in Vancouver, Palo Alto and 
Hanover introduced the first commercial quantum computer. 
Already the 2015 version D-Wave 2X™ had 1000+ Qubit and 
the actual 2019 D-Wave 2000QTM reached 2000 Qubit. 
 
According to Wikipedia [26], "a quantum computer is ... a 
computer whose function is based on the laws of quantum 
mechanics. In contrast to the digital computer, it does not 
work on the basis of the laws of classical physics or computer 
science, but on the basis of quantum mechanical states, which 
goes substantially beyond the rules of classical theories ... The 
processing of these states is based on quantum mechanical 
principles. The superposition principle (i.e. the quantum 
mechanical coherence ...) and the so-called quantum 
entanglement are of particular importance". 
 
This definition does not really help to understand this marvel 
of technology and how it works. If one compares classical or 
Newtonian mechanics with quantum mechanics, the 
fundamental difference lies in the idea of an exact 
determination of the behavior of an object in classical 
mechanics, provided one knows all the relevant input variables 
determining its behavior, whereas in quantum mechanics the 
exact behavior, such as at which point an accelerated electron 
will impinge on a screen, can only be reproduced fuzzily. The 
position is therefore given with a probability that the electron 
will strike within a certain range. In this way, not only exactly 
one solution to the problem exists, but also an infinite number 
of solutions that could occur with different probabilities. 
 
In order to be able to map this uncertainty on a computer, 
quantum computers do not use the usual storage states 0 and 1 
in one information unit (bit) but allow more than two states. 

The quantum bit, Q-bit or Qubit thus contains both states 
simultaneously, zero and one, in addition to zero or one (Fig. 
11). The Q-bit is then in a so-called superposition.  
 
 

 
Figure 11: “The essential difference between a classical bit 
and a quantum bit lies in the ability of a quantum state to 
represent many possible "classical" states simultaneously. 
Where a classical bit can assume either the valence "0" or 
"1", the qubit is capable of any possible combination or 
"superposition" of "0" and "1", with complex numbers as 
coefficients of superposition." (The complex coefficients a and 
b indicate the probabilities of the states 0 and 1) "This means 
that the value of a quantum bit can be represented as any 
point on the surface of a 3-dimensional sphere. A quantum 
computer with only 30 qubits would have 1073741824 
possible states, and a quantum computer with 300 qubits 
would have about the same number of possible states as the 
total number of atoms in the known universe" [27]. 
 
According to D-Wave it is thus possible that not only one 
solution of a problem is calculated at a time, but rather all 
possible solutions of the problem at the same time. The 
computer used by e.g. NASA, Google, Lockheed Martin, Los 
Alamos National Laboratory and others is based on a 
magnetically shielded superconducting processor which is 
cooled to 0.015 Kelvin under high vacuum and makes use of 
quantum mechanics and thus can accelerate calculations 
enormously. This makes it ideal for complex tasks such as 
optimization, machine learning, pattern recognition and the 
associated detection of analogies, as well as financial analysis 
and validation of software and hardware. However, this still 
requires a conventional mainframe computer for data input 
and a second to evaluate the result. 
 

Outlook for Heat Treatment 

However, technology is not everything. In heat treatment, 
there are other factors that need to be taken into account in the 
way control systems will be applied in the future. 
 
Looking at the current trends in series production, it is 
noticeable that, from the point of view of a measurement and 
control technician, these are developing rather backwards. An 
example of this is case carburizing. Until the 1950s, 
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workpieces were carburized in powder (pack carburizing). 
This process was then replaced by gas carburizing [28]. 
 
When models were developed in the 1980s which made it 
possible to predict the diffusion processes of carbon into and 
out of the steel surface offline - in advance - and online - 
during the process, as well as within the component with 
enough precision, this technology found its way into almost all 
German-speaking and English-speaking countries [29]. 
 
With the industrial introduction of low-pressure carburizing in 
the series production of e.g. engine parts using acetylene as 
carburizing gas and applying a pressure in the range of a few 
millibar, this technology is now gradually replacing gas 
carburizing under atmospheric pressure. Physics and 
application to repeating batches of the same size make it 
possible to carry out this process in a nearly uncontrolled 
manner, apart from temperature [30]. The processes are 
simulated offline in advance. Typical input parameters are 
temperature, gas mixture, pressure, chemical composition of 
the components, the overall catalytic surface of the charge and 
furnace chamber and, of course, the target values for the parts. 
 
Online control in a model that records physical and chemical 
influencing variables and uses them as feedback from the 
process is in reach but currently not requested. In this way, the 
actual system technology can be simplified more easily for 
this process. From the point of view of the plant 
manufacturers, but also from the point of view of the 
operators, it is certainly desirable to banish any complexity 
from a machine; this reduces the price and, above all, the 
susceptibility to faults. 
 
The situation may be different for the flexible heat treatment 
of a wide variety of customer parts. The challenge here is to 
treat all parts within the specified tolerances in such a way that 
the plant still operates economically. In this case, there is no 
other way than to use the latest technology to remain 
competitive in the long run. In such an environment, sensors 
are also indispensable. 
 
If both conditions are to be met, simple process control and 
complex individual events, consistent recording and statistical 
evaluation of the process data can offer a pragmatic solution in 
the future. 
 
The effort to save resources will certainly continue to be in 
vogue. However, the use of new materials and composites in 
particular will reduce the use of raw energy, not least due to 
the fact that heat treatment as we know it from case-hardening 
steel is no longer necessary. 
 
It can therefore be assumed that the proportion of steel within 
a product will decrease. Examples include wind turbines 
where the generator is driven directly, so that the gearbox is 
no longer required [31]. More and more plastics and carbon 
fiber are also being used in automobile construction to reduce 
weight [32], and the electric engine will also be the winner 
here in the long term. 
 

Of course, conversion measures and the use of new 
technologies are not free of charge. It can therefore be 
assumed that a cost-benefit analysis will lead to different 
results depending on the application and location. If workers 
are comparatively cheap, they will be preferred to a fully 
automatic solution, but on the other hand there is no 
reasonable alternative to progressive automation in high-wage 
countries. However, the systems should then offer the 
possibility of self-installation, self-configuration and self-
optimization. 
 

Conclusions 

So what's in store for us over the next few years?  
 
Electronic circuits will still become smaller and offer more 
computing power. This makes it possible to manufacture smart 
sensors which, instead of raw signals, pass on already 
processed useful data, such as atmospheric parameters, to 
superimposed systems. Another idea would be to use wireless 
electronics for batch identification or even to equip the batch 
with smart electronics, but here the problem of the heat 
resistance of these circuits in the furnace still has to be solved. 
 
Furnace controls or program controllers will incorporate 
further functions, such as MES (Manufacturing Execution 
System) functionalities and communicate these directly to the 
connected PPS (Production Planning System). The integrated 
network capability enables data to be sent directly to the 
cloud. These devices are set up, monitored and maintained 
remotely. Operating system and application changes are 
automatically imported via servers, just as we are used to from 
our smartphones and computers. This eliminates the need for 
IT specialists on site. Information can be viewed wirelessly on 
smartphones or tablets. 
 
Ideally, these systems can be installed without control 
cabinets, eliminating the need for complex wiring. The new 
systems are intelligent enough so that they can automatically 
determine the maintenance intervals and inform in advance 
when an inspection or replacement of components becomes 
necessary. 
 
Of course, next generation devices will offer much higher 
standards of data security and unauthorized access (cyber 
security) ([33], [34]). 
 
A final thought: Holger Schmidt summarizes on Xing [35] 
what has remained of the original hype since the start of the 
4.0 initiative. He writes, among other things, that some 
illusions about the miracle powers of the digital revolution 
have now vanished in the factories, and that there is 
uncertainty, especially in the manufacturing industry, as to 
how industry 4.0 can actually be brought to the (factory) floor. 
 
In my view, this disillusionment is due to the fact that, for the 
first time in history, an industrial revolution has been defined 
in advance and therefore nobody can know exactly what will 
become of it afterwards. Imagine a group of Stone Age people 
planning the Bronze Age. The conversation could have been 
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as follows: "Well, ideally we would need stones that we could 
bend into any shape". "Yes, but of course they should have the 
same hardness as flint after bending". "However, it would also 
be desirable if they had a higher flexibility (in the core) at the 
same time so that they do not break so quickly in the event of 
overloading". 
 
The problem with this fictitious planning would have been that 
no one had discovered the production of bronze up to this 
point, let alone had developed it further to series maturity. 
Thus all those would have been doomed to failure who would 
have tried to implement the required properties in their 
(existing) production of stone tools. 
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