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Biologically plausible strategies for visual scene
integration across spatial and temporal domains
continues to be a challenging topic. The fundamental
question we address is whether classical problems in
motion integration, such as the aperture problem, can be
solved in a model that samples the visual scene at
multiple spatial and temporal scales in parallel. We
hypothesize that fast interareal connections that allow
feedback of information between cortical layers are the
key processes that disambiguate motion direction. We
developed a neural model showing how the aperture
problem can be solved using different spatial sampling
scales between LGN, V1 layer 4, V1 layer 6, and area MT.
Our results suggest that multiscale sampling, rather than
feedback explicitly, is the key process that gives rise to
end-stopped cells in V1 and enables area MT to solve the
aperture problem without the need for calculating
intersecting constraints or crafting intricate patterns of
spatiotemporal receptive fields. Furthermore, the model
explains why end-stopped cells no longer emerge in the
absence of V1 layer 6 activity (Bolz & Gilbert, 1986), why
V1 layer 4 cells are significantly more end-stopped than
V1 layer 6 cells (Pack, Livingstone, Duffy, & Born, 2003),
and how it is possible to have a solution to the aperture
problem in area MT with no solution in V1 in the presence
of driving feedback. In summary, while much research in
the field focuses on how a laminar architecture can give
rise to complicated spatiotemporal receptive fields to
solve problems in the motion domain, we show that one
can reframe motion integration as an emergent property
of multiscale sampling achieved concurrently within
lamina and across multiple visual areas.

Introduction

Visual scene integration is a well-studied topic, yet
there is still little consensus about the necessary and

suf“cient network that affords the function observed.
Historically, the classical view of visual processing is a
local to global approach whereby earlier visual areas
serve as edge and orientation detectors that pass on
information to higher-order areas that perform more
complex processing to complete the 3-D representation
of the visual scene (Marr,1982). However, recent
research has shown that V1 contains highly multiplexed
information about brightness, orientation, spatial
frequency, and other stimulus properties (Ts•o &
Gilbert, 1988; Rossi & Paradiso, 1999; Friedman,
Zhou, & von der Heydt, 2003). Countering the view
that early visual areas only process local information, a
cell•s response to border ownership was shown to be
largely independent of spatial extent and is represented
at a single neuron level (Craft, Schuetze, Niebur, & von
der Heydt, 2007). Zhou, Friedman, and von der Heydt
(2000) showed that as early as V1 18% of the cells
responded to border ownership. Moreover, different
sized receptive “elds in different visual areas suggest
that some stimulus properties may be sampled in
higher-order areas in parallel with processing at lower
areas through fast interareal connections (Bullier, 2001;
Girard, Hupe ı̀, & Bullier, 2001). Together, these new
pieces of evidence suggest that much of the processing
that was previously suggested to occur intra-areally
within the same layer of the visual cortex may instead
be computed by fast, parallel, bidirectional, interareal
and interlaminar connections at different spatial
resolutions.

In this paper, we explore whether a classic problem
in visual motion integration„the aperture problem„
can be solved with a simple model that samples the
visual scene at different spatial and temporal scales in
parallel. To frame what is meant by aperture problem,
we note that a neuron•s receptive “eld acts as a viewing
aperture and only detects components of motion visible
to its “eld of view (often not the same as the true global

Citation: Sherbakov, L., & Yazdanbakhsh, A. (2013). Multiscale sampling model for motion integration. Journal of Vision,
13(11):18, 1–14, http://www.journalofvision.org/content/13/11/18, doi:10.1167/13.11.18.

Journal of Vision (2013) 13(11):18, 1–14 1http://www.journalofvision.org/content/13/11/18

doi: 10.1167/13.11.18 ISSN 1534-7362� 2013 ARVOReceived October 31, 2012; published September 30, 2013

Downloaded from jov.arvojournals.org on 08/20/2022

mailto:lenas@bu.edu
mailto:lenas@bu.edu
http://cns.bu.edu/~yazdan/
http://cns.bu.edu/~yazdan/
mailto:yazdan@bu.edu


Downloaded from jov.arvojournals.org on 08/20/2022



ables, which is not only time consuming on a single
computer but also biologically questionable.

A last distinguishing feature of our model is the
emergence of several observable cell properties that we
did not explicitly set out to simulate. End-stopping, a
phenomenon observed in area V1 and MT whereby
cells develop suppressed responses to long but not short
bar lengths (Pack & Born,2001; Pack et al., 2003),
emerges from our model area V1. We show that it is
possible to solve problems in motion integration with
this simple multiscale sampling approach in which fast
interareal and interlaminar connections complement
the relatively slow intralaminar communication.
Moreover, the model is consistent with cell physiology
and receptive “eld sizes.

Methods

In this work, we develop a computational model that
simulates the response of three visual areas (LGN, V1
layers 4 and 6, and MT) to a vertically oriented bar
moving at a 458 angle (Figure 1). For simplicity, the
model only includes cell populations selective to three
directions of motion (right, up, and up-right). We
include only the detailed laminar structure we found
necessary for the solution of the aperture problem to
emerge. The model architecture is detailed in Figure 2.

The model

The model consists of LGN cells, V1 layer 6 neurons,
V1 layer 4 interneurons, V1 layer 4 excitatory neurons,

and MT cells (Figure 2). Nondirection-selective LGN
cells sample the moving bar with receptive “elds whose
excitatory regions are 1/25th the size of the bar. There
is no within-LGN (intra-areal) connectivity; the LGN
layer receives only feed-forward input from the moving
bar.

To simulate direction-selective V1 neurons, we
introduce the concept of a direction-selective mask that
is applied to neurons of a given selectivity after they
receive the LGN input. Model areas V1 layer 6, V1
layer 4 interneurons, and V1 layer 4 excitatory cells
each have three motion direction-selective layers:
rightward, upward, and right-up (458). The rightward
direction cells, for example, respond best to LGN input
at the center of the moving bar where the only
component of motion that is visible to the cell•s
receptive “eld is horizontal (for more detail, see
Direction mask section).

Model LGN synapses onto three V1 populations: V1
layer 6 cells, V1 layer 4 interneurons, and V1 layer 4
excitatory cells. These synapses are not only well
documented in physiology studies of area V1 (Van
Essen, Anderson, & Felleman,1992; Lamme, Super, &
Spekreijse, 1998), but also serve as the backbone for
many computational models of V1 (Grossberg &
Williamson, 2001; Raizada & Grossberg, 2001). It
should be noted that we were not seeking to complicate
the model unnecessarily by adding laminar connec-
tions; rather, we derived this structure as the necessary
and suf“cient network to explain various aspects of the
aperture problem. All V1 populations inherit the
direction selectivity of the corresponding mask (there-
fore yielding nine V1 populations: V1 L6 rightward
selective, V1 L4 interneuron rightward selective, V1 L4
excitatory rightward selective, and similarly for the

Figure 1. Selectivity mask representation. In all of the simulations, the bar moves in the up-right direction (leftmost figure). To

simulate direction-selective cells, we introduce a mask that multiplies LGN’s activity depending on the location of the receptive field.

The rightward direction-selective mask is strongest in the center of the bar where only the horizontal direction of motion is registered

by a small receptive field. At the bar ends where the true direction of motion is registered by cells with small receptive fields, the up-

right direction selective mask is most active.
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upward-direction selective and up-right direction-se-
lective cells). While both layers 6 and 4 of V1 receive
LGN input, the receptive “eld sizes are distinct. Our
model V1 layer 6 has twice the receptive “eld size of V1
layer 4, which has similar receptive “eld sizes to LGN
(see Figure 2). These kernel sizes were chosen to be
consistent with known physiology (Bolz & Gilbert,
1986).

Model V1 layer 6 cells have modulatory inputs to V1
layer 4 interneurons as well as V1 layer 4 excitatory

cells. The idea that V1 layer 6 serves as a ••gate••
through which bottom-up and top-down activity is
regulated has been proposed previously (Bolz &
Gilbert, 1986). We “nd these modulatory connections
necessary in explaining why end-stopped cells no longer
emerge in V1 layer 4 in the absence of V1 layer 6
activity (Bolz & Gilbert, 1986). V1 layer 4 interneurons
have inhibitory, driving synapses onto V1 layer 4
excitatory cells (Figure 2).

Figure 2. Model diagram. V1 layer 4 cells (both excitatory and inhibitory) and V1 layer 6 cells receive bottom-up input from LGN with

different-sized sampling Gaussians as indicated by the size of the ovals and the x, 2x notation. This bottom-up activity is first passed

through a direction-selective mask, which simulates the motion direction–selective cells of V1. MT receives input from V1 L4 and

sends feedback to both V1 L6 and V1 L4, sampled with different-sized kernels. V1 L6 influences V1 L4 activity through inhibitory

interneurons as well as through direct modulatory input. Green arrows indicate interareal excitatory connections, and red circles

indicate interareal inhibition. Modulatory connections are in black. All feed-forward and feedback connections are driving (additive)

and shunted by the cell’s own activity with the exception of V1 layer 6, whose influence is always modulatory (multiplicative). A red

oval with a blue oval surround symbolizes on-center-off-surround intra-areal connectivity. All receptive fields are Gaussian. While we

do not show the diagrams for upward and right-upward selective cells, they are identical to this figure with the exception of the

direction-selective mask applied at the beginning. No cross-orientation competition exists. V1L6¼ V1 layer 6 cells that are rightward

motion-direction selective, V1L4i¼ V1 layer 4 inhibitory interneurons that are rightward motion-direction selective, V1L4e¼ V1 layer

4 excitatory cells that are rightward motion-direction selective, and MT¼area MT cells that are rightward motion-direction selective.
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was achieved in V1 layer 6, V1 layer 4, and area MT
separately. The preferred direction was assessed at
different time points throughout the simulation.

Additionally, we investigated cell dynamics for
model areas V1 L6, V1 L4, and MT by breaking down
the analysis by cells whose receptive “elds could see the
bar ends versus those that could not. The presence of
end-stopped cells was de“ned as suppressed activity
after 20 ms of simulation time for long bars (cells that
could not see the bar ends) without any changes in the
activity for short bars (cells whose receptive “elds could
see the bar ends).

Parameter selection

To “nd the appropriate parameter range for our
model, we attempted to match our LGN, V1, and MT
cells to known latencies, peak response pro“les, and
spike distributions from available data in the macaque
visual system. For LGN dynamics, our target cell was
tuned to have a latency of roughly 20 ms (Schmolesky
et al., 1998), a peak response at 50 ms, and complete
response decay by 300 ms (Maunsell et al., 1999). The
V1 cells were targeted to have a latency of 50 ms
(Schmolesky et al., 1998), peak response at 80 ms, and
response decay by 150 ms (Xing, Yeh, Burns, &
Shapley, 2012). Model MT neurons were targeted to
have a 70 ms latency (Schmolesky et al., 1998), a peak
response at 100 ms, and a vanishing response by 200 ms
(Raiguel, Xiao, Marcar, & Orban, 1999). Extended
sustained responses over 1 s known to exist to a lesser
or greater extent in each cell population were not
considered. Due to feedback in the model, these target
dynamics were not strictly enforced but rather served as
guides and sanity checks for the model. The exact decay
rates and other model parameters can be found in the
Appendix.

To enforce the notion of different sized receptive
“elds in LGN, V1 layer 6, V1 layer 4, and MT, we used
two-dimensional Gaussians to simulate the amount of
excitatory and inhibitory in”uence of neighboring cells
both within (intra-) and between (inter-) lamina and
visual areas. We up-sampled or down-sampled the
excitatory and inhibitory Gaussians by the same
amount, which was determined by the relative receptive
“eld size of the given visual area to the LGN receptive
“eld size.

All excitatory Gaussian kernels had a standard
deviation¼ 0.15 and peak¼ 18, representing the spatial
spread and amplitude of the outgoing signals passed
from one visual area to another. The inhibitory
Gaussians contributing to the off-surround had a
standard deviation¼ 1.2 and peak¼ 0.5. These
parameters were chosen for consistency with other
models that use the shunting equation to represent the

membrane potential of cell populations (Grossberg &
Todorovi, 1988). We note that our choice for using
shunting feedback for cell dynamics was driven by its
inherent gain control property and ability to solve the
noise-saturation dilemma (Grossberg, 1973). It remains
to be proven that the model described in this paper can
work and stabilize without shunting dynamics in the
cell•s membrane equation.

The LGN receptive “eld was used as the baseline
receptive “eld, which was then up-sampled to simulate
the receptive “elds of V1 and MT. The excitatory
portion of the LGN Gaussian had a radius of 2 units
(cells), and the inhibitory portion had a radius of 5
units. V1 layer 6 was modeled as having twice the
receptive “eld of LGN (excitatory radius ¼ 4 units,
inhibitory radius ¼10 units). Our model V1 layer 4 had
the same receptive “eld size as LGN, consistent with
data that suggests layer 4 has smaller receptive “elds
than layer 6 of V1 (Bolz & Gilbert, 1986). We modeled
area MT as having a receptive “eld that is 10 times that
of LGN and V1 layer 4 (excitatory radius¼ 20 units,
inhibitory radius ¼ 50 units)„a modeling decision that
is also rooted in physiology (Albright & Desimone,
1987). All feedback projections from MT to different
lamina of V1 are sampled with the same size Gaussian
as the feed-forward projections for that visual area.

The intra-areal sampling was simulated by a
difference of Gaussians (excitatory-inhibitory), whose
excitatory and inhibitory regions were down-sampled
by two, relative to the cell•s interareal sampling kernel
(for example, MT•s intra-areal sampling kernel had an
excitatory radius of 10 units and an inhibitory radius of
25 units). This relatively smaller receptive “eld was
meant to simulate slower intra-areal communication
when compared to its interareal counterpart.

All simulations were performed in MATLAB 2009b.
All equations and stimuli were modeled in 2-D in their
differential equation form (see Appendix).

Results

Our simulation results show that the aperture
problem can be solved in area MT with this relatively
simple multiscale sampling model (Figure 4). The initial
response of MT to the moving bar is largely in the
component direction of motion (vector average pre-
ferred direction¼ 23.68 while the expected preferred
direction, if the cell were listening to the components of
motion, is 188). However, after 60 ms, MT switches to
responding entirely to the pattern motion (vector
average preferred direction¼ 42.68 relative to the
expected 458 if the cell were listening to the pattern
motion).
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suppressed response at the bar ends and therefore
cannot be called end-stopped. For a detailed break-
down of cell dynamics and preferred directions at the
bar ends and middle of the bar, see Figures 3 and 4,
respectively.

In an attempt to understand why end-stopped cells
were emerging from our model, we cut all feedback
connections from area MT to V1 (Figure 5A). We
found that end-stopping can still develop in the absence
of feedback only if layer 6 V1 cells have a larger
receptive “eld than layer 4 V1 neurons (see the
Discussion section for further explanation). Moreover,
the aperture problem could still be solved by MT (albeit
more slowly) without the feedback as long as end-
stopped cells emerge from the dynamics. However, with
only a single spatial sampling scale, we were never able

to produce end-stopped cells or the solution to the
aperture problem in MT.

Lastly, when we deactivated V1 layer 6 in our model
(Figure 5B), we no longer saw end-stopped cells
developing in layer 4. This model phenomenon is
consistent with physiology (Bolz & Gilbert, 1986) and
reinforces the decision of modulatory or gating
connections from V1 layer 6 to V1 layer 4 interneurons
and excitatory cells.

Discussion

Our simulations show that it is indeed possible to
solve the aperture problem through multiscale sam-
pling between different lamina and visual areas. Our

Figure 4. Preferred direction (PD) of cells whose receptive fields see the bar ends (leftmost column) and those that only see the

middle of the bar (middle column) for areas V1 L6 (first row), V1 L4 (middle row), and MT (third row). The short red line indicates the

vector average of the PD. The short black line indicates PD if the cells were only responding to the component direction of motion,

and the green line corresponds to the expected PD if the cell was responding to the pattern direction of motion. To get a global view

of direction coding in our model visual areas, the last column shows the average PD for the cells that see the line end and those that

don’t, together, in areas V1 L6 (first row), V1 L4 (second row), and MT (third row). The dotted blue lines indicate the PD early in the

simulation (,60 ms), and the solid blue lines show the PD of the cells after 60 ms. Simulation area V1 L6 responds most to the

component direction of motion and changes the least throughout the simulation. Area V1 L4 first responds to the component

direction of motion but shifts closer toward the pattern direction of motion later in the simulation, such that the vector average of

the PD is between the two extremes. Area MT responds to the component direction of motion at the beginning; however, after 60

ms, MT responds entirely to the pattern. While the expected pattern motion is the same for all cells (458), the component motion is

different based on the size of the receptive field of the model area. The expected component direction of motion is not uniquely 08

from the horizontal because cells that can see the bar ends and therefore whose component motion is the correct direction of motion

(458) are averaged with cells that can only see the middle of the bar (08 from the horizontal). The expected PD for component motion

is 28 from the horizontal for V1 L4, 48 from the horizontal for V1 L6, and 188 from the horizontal for MT.
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results are consistent with physiology, which shows that
MT resolves the aperture problem while V1 continues
to respond largely to the components of motion despite
direct feedback from MT.

We believe that multiscale sampling (with or without
feedback) is the key ingredient to the emergence of end-
stopped cells in V1 layer 4, which, in turn, greatly
facilitates the solution of the aperture problem in area
MT. To give an intuitive explanation of why multiscale
sampling works, consider a moving bar that elicits
activity from LGN cells, which then synapse onto
rightward direction-selective V1 cells. The activity in
the rightward direction V1 cells is greatest in the middle
of the bar where the receptive “elds only perceive the
horizontal component of motion. Now suppose these
rightward-selective cells sample the LGN input at two
different spatial scales and that the activity from the
larger spatial scale is subtracted from the activity of the

smaller spatial scale (this corresponds to V1 L4 cells
receiving inhibition from V1 L4 interneurons, which
receive their input from V1 L6 cells with larger
receptive “elds). The region that will be most sup-
pressed because of this (smaller … larger receptive “eld)
activity difference is precisely the middle of the bar. For
this reason, we see that the strongest end-stopping
occurs in our rightward-selective cells in V1 although
some end-stopping can also be seen in right-up
direction-selective cells.

While we “nd that feedback is not necessary for a
successful solution to the aperture problem in area MT,
it facilitates strong end-stopping in area V1 by
providing a third spatial sampling scale. We hypothe-
size that the more spatial sampling scales the system is
exposed to, the easier it becomes to suppress activity
that does not agree between scales.

Figure 5. A) All feedback is disabled from the model. End-stopping in V1 and the solution to the aperture problem by MT still emerges

due to the different receptive field sizes of layer 6 and layer 4 of V1. B) V1 layer 6 is disconnected from the model. End-stopped cells

no longer emerge in layer 4 of V1 without layer 6 activity. Without end-stopped cells in layer 4, MT takes significantly longer to solve

the aperture problem for a bar of the same length.
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bewegungsrichtung und negativen nachbildes von
den reizvorgangen auf der netzhaut [Translation:
About visually perceived direct motion].Zeitschrift
für Psychologie, 59, 321…330.
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Appendix: Model equations

For all of the equations below,A represents the
membrane potential decay rate,B stands for the
depolarization threshold, andD is for the hyperpolar-
ization threshold. TheA parameter is speci“c to the cell
population, and the B and D thresholds are 90 and 60,
respectively, for all simulated cell populations. All
excitatory, inhibitory, and intra-areal sampling kernels
(C, E, andF, respectively) are 2-D Gaussian kernels. The
absolute value of the peak amplitudes and standard
deviations of the excitatory kernels is always 18 and
0.15, respectively. The inhibitory kernels always have a
peak amplitude of 0.5 and a standard deviation of 1.2
(the ratio of E:I peak amplitude is always 36:1, and the
ratio between the E:I standard deviation is maintained at
1:8). The size of the excitatory and inhibitory Gaussians
(how many cells or units they span) varies by visual area.
The scaling is accomplished by up- or down-sampling of
the same baseline Gaussian kernels. The* operation
denotes a convolution with the respective kernel. To
simplify reading the equations, excitatory terms have
been colored green, inhibitory terms red, modulatory
terms blue, and intra-areal connections purple.

LGN

The population of LGN cells, LGNij, receives input
from the moving bar, I(t). The excitatory sampling
kernel, CLGN, has a peak amplitude of 18 and a
standard deviation of 0.15 and spans a radius of 2 cells
or units. The inhibitory sampling kernel, ELGN, has a
peak amplitude 0.5 and standard deviation 1.2 and
spans a radius of 5 cells or units. The membrane
potential decay rate,ALGN, is 50 (the same as the speed
of the moving bar in Hz).
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The signal function, f, is threshold linear (threshold
for LGN cells, LGN, is 30; threshold for V1 layer 6
cells,v1L6�

ij , is 35; threshold for V1 layer 4 interneurons,
v1L4i�
ij , is 25; threshold for MT cells,MT�ij , is 35) and

divisively scaled by the maximally active cell.

MT rightward-selective population

The population of MT rightward-selective cells,
MT�ij , receives bottom-up input from rightward-

selective V1 layer 4 excitatory cells and intra-areal
on-center-off-surround. MT•s decay rate,AMT, was
set to 800 to tune the cells to realistic latencies, peak
response times, and decay pro“les. The excitatory
sampling kernel,Cexcite

MT , is 10 times the size of the
LGN sampling kernel (spans a radius of 20 units).
The inhibitory sampling kernel, Einh

MT, is likewise 10
times the size of the LGN inhibitory sampling kernel
(radius¼ 50 units).

dMT�ij
dt

¼ �AMT �MT�ij

þ ðB�MT�Þ
�
fðv1L4e�Þ*Cexcite

MT

�

ij

� �

� ðDþMT�Þ
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�
*ðEinh

MTÞij
h i

þ
�
MT�*ðFexcite

MT � Finh
MTÞ

�

ij

ðA5Þ

The signal function, f, is threshold linear (threshold
for V1 layer 4 cells,v1L4i�

ij , is 10) and divisively scaled
by the maximally active cell.

The same equations and parameters hold for
upward and right-up direction-selective cells with the
exception that mask�ij (t) is replaced bymask�ij(t) and
mask%ij (t), respectively. In general, there are no cross-
orientation interactions; only cells of the same
orientation (within and across layers) contribute the
cell•s activity.
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