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Considerable uncertainty remains regarding the types of

features human vision uses for shape representation.

Visual-search experiments are reported which assessed

the hypothesis of a surface-based (i.e., edge-bounded

polygons) code for shape representation in human

vision. The results indicate slower search rates and/or

longer response times when the target shape shares its

constituent surfaces with distractors (conjunction

condition) than when the target surfaces are unique in

the display (nonconjunction condition). This

demonstration is made using test conditions that strictly

control any potential artifact pertaining to target–

distractor similarity. The surface-based code suggested

by this surface-conjunction effect is strictly 2-D, since the

effect occurs even when the surfaces are shared

between the target and distractors in the 2-D image but

not in their 3-D instantiation. Congruently, this latter

finding is unaltered by manipulations of the richness of

the depth information offered by the stimuli. It is

proposed that human vision uses a 2-D surface-based

code for shape representation which, considering other

key findings in the field, probably coexists with an

alternative representation mode based on a type of

structural description that can integrate information

pertaining to the 3-D aspect of shapes.

Introduction

Shape is probably the most important visual
property of an object with respect to our capacity to
recognize and interact with it. Fundamental to our
understanding of shape perception is knowledge of the
code(s)—that is, the type(s) of property—by which the
human visual system represents this property. Candi-
date codes that have been proposed in the literature are
very diverse and cover a vast range: from local, low-
level properties such as oriented edges or vertices (e.g.,
Edelman & Weinshall, 1991; Lades et al., 1993; Poggio
& Edelman, 1990; Ullman, 1989) and Fourier descrip-
tors (e.g., Cortese & Dyre, 1996), to intermediate-level
properties such as surface fragments (Ullman, 2007),
aspect ratio or tapering (Arguin, Bub, & Dudek, 1996;
Arguin & Saumier, 2000; Saumier & Arguin, 2003;
Stankiewicz, 2002), and shape constraints—that is, ‘‘a
priori principles involving spatially global aspects of
3D objects such as symmetry or compactness’’ (Pizlo,
2008, p. 183), to complex high-order three-dimensional
features such as generalized cylinders (Brooks, 1981;
Marr, 1982; Marr & Nishihara, 1978), geons (Bieder-
man, 1987; Hummel & Biederman, 1992), superqua-
drics (Barr, 1981; Pentland, 1986), and medial axis
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structure (Blum, 1973; Burbeck & Pizer, 1995; Feldman
& Singh, 2006; Hung, Carlson, & Connor, 2012; Kimia,
2003; Marr & Nishihara, 1978).

The nature of the codes actually underlying human
visual shape perception remains a matter of debate.
There is evidence, however, that features of intermedi-
ate complexity may be optimal for object classification
(Crouzet & Serre, 2011; Delorme, Richard, & Fabre-
Thorpe, 2010; Nakayama, He & Shimojo, 1995;
Nakayama & Shimojo, 1992; Ullman, Vidal-Naquet, &
Sali, 2002). Within that broad class of features, the use
of object surfaces as the basis for shape description has
historically proven very effective in machine vision
(e.g., Ashbrook, Fisher, Robertson, & Werghi, 1998;
Barrow & Tenenbaum, 1981; Fan, Medioni, & Nevatia,
1989; Faugeras et al., 1983; Fisher, 1989; Lee & Park,
2002; Potmesil, 1983).

The purpose of the present research is to assess the
contribution to visual shape perception of an interme-
diate-level code based on the collection of surfaces
(defined here as edge-bounded polygons) that deter-
mine the shape of an object (Leek, Reppa, & Arguin,
2005; Leek, Reppa, Rodriguez, & Arguin, 2008; Leek,
Roberts, Dundon, & Pegna, 2018; Reppa, Greville, &
Leek, 2015; Reppa & Leek, 2019). This hypothesis
assumes that the contours present in the image of an
object lead to a segmentation of the stimulus into its
visible surfaces, the collection of which constitutes its
online perceptual description. For recognition, this
description may be matched to a similarly structured
surface-based memory representation which may in-
clude currently unexposed surfaces (because of occlu-
sion, for instance), provided that they are familiar to
the observer from previous experience. This view is
highly congruent with the proposal of Nakayama and
Shimojo (1992; see also Nakayama et al., 1995) that the
representation of visible surfaces constitutes a crucial
stage upon which high-level vision (including shape
perception and object recognition) must rest. It also
shares similarities with the fragment-based hierarchy
approach (Ullman, 2007; Ullman & Bart, 2004; Ullman
et al., 2002; see also Ullman, Assif, Fetaya, & Harari,
2016), in which shape is determined by a collection of
informative fragments. The fragments extracted during
categorization are then used to build the fragment-
based memory representation for recognition.

Empirical evidence in support of surface-based shape
perception has been reported previously using a whole-
part matching paradigm with line drawings as stimuli
(Leek et al., 2005; for similar and related findings, see
also Reppa et al., 2015; Reppa & Leek, 2019). The
results indicate an equal and significant performance
advantage when part stimuli are volumetric compo-
nents (e.g., geons) or closed surfaces relative to when
they are either open or closed contours that do not
form a complete object surface. Significantly, these

effects cannot be attributed to a mismatch across
conditions on low-level stimulus properties of the part
stimuli (e.g., length of edge contour, number of edge
vertices, or number of visible surfaces), nor to image
overlap between the part and the object to be matched,
which were both controlled. Since the most parsimo-
nious description of the two stimulus conditions that
led to equal best performance is in terms of non-
volumetric edge-bounded regions (i.e., surfaces), this
was taken to reflect the representational code mediating
the performances observed.

A subsequent study by Leek et al. (2008) used a
priming paradigm within the context of an object-
recognition (old/new) task. The findings from one
experiment indicated that inferred surfaces (i.e., those
not visible, due to self-occlusion, but which should be
part of the perceptual description of the object
assuming a code based on geometric volumes) do not
prime object recognition, whereas visible surfaces do.
Moreover, priming from visible surfaces showed no
advantage according to whether those surfaces consti-
tuted a volumetric component or not (i.e., belonged to
distinct components). The most parsimonious account
of the results is that a surface-based code mediated
performance. In contrast, the findings contradict the
notion of volumetric completion that is required by the
hypothesis of a representation based on volumetric
components.

In the present study, we assess the hypothesis of a
surface-based shape representation, using as diagnostic
the surface-conjunction effect in the visual-search task.
The conjunction effect has been frequently used in the
past to investigate a range of issues in human vision,
notably to determine the features used by the visual
system to code stimuli (e.g., Treisman & Gelade, 1980;
Treisman & Gormican, 1988; Treisman & Sato, 1990).
The underlying principle is relatively simple. When a
target is made of a combination of features that it
shares with distractors, visual search will be slower than
when features are not shared with distractors if these
features correspond to the code involved in the
representation of the target. For instance, if the target
is a green vertical bar and distractors are green
horizontals and red verticals, the search rate will be
slower than if all distractors are either green horizontals
or red verticals. Such a finding is typically taken to
indicate that color and orientation are basic properties
that subtend the representation of visual stimuli.

This fundamental observation by Treisman and
colleagues, that the processing of feature conjunctions
poses a particular challenge for the human visual
system, has led to the formulation of Feature Integra-
tion Theory (Treisman & Gelade, 1980), which suggests
that the performance cost associated with the integra-
tion of visual features must be attributed to the unique
capacity of spatially focused attention in this respect.
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This interpretation has been challenged by several
authors on various empirical and theoretical grounds,
with the alternative view proposed being that attention
is not required for feature integration and that the
performance cost in processing feature conjunctions
may be explained otherwise (e.g., Carrasco, Evert,
Chang, & Katz, 1995; Carrasco, Giordano, & McElree,
2006; Carrasco & Yeshurun, 1998; Dugué, Xue, &
Carrasco, 2017; Duncan & Humphreys, 1989, 1992;
Eckstein, 2001; McElree & Carrasco, 1999; Palmer,
Verghese, & Pavel, 2000). In the present study, we
remain neutral with respect to the specific nature of the
process required to encode conjunctions of visual
features, while adopting the consensus view that
‘‘conjunction searches are . . . more complex than
feature searches, as they require combining information
from two [or more] separate feature dimensions’’
(Carrasco et al., 2006, p. 2029).

Use of the feature-conjunction effect to understand
human vision has been adapted to investigate the
contribution of global shape properties to visual shape
representation (Arguin & Saumier, 2000; Saumier &
Arguin, 2003). For example, the target may be a filled
2-D pattern looking like the silhouette of a banana,
whereas one set of distractors is made of shapes which
have the same aspect ratio as the target but are straight,
and the other set of distractors is made of shapes with a
curvature similar to the target’s but a different aspect
ratio. The rate of visual search for such a conjunction
target is slower than that for a target that does not
share its constituent features with distractors, even
though the conjunction and nonconjunction conditions
are matched with respect to target/distractor similarity
(for further details, see Arguin & Saumier, 2000;
Saumier & Arguin, 2003; for an extension of the
approach to investigate the effects of 2-D and 3-D
rotations, see also Blais, Arguin, & Marleau, 2009).

Here, the role of surfaces in the representation of
visual shape is examined using targets that either share
or do not share their constituent surfaces with the
distractors displayed with them (Figure 1). The
hypothesis that a surface-based representation con-
tributes to shape perception predicts that visual search
will be slower when the target is made of a conjunction
of distractor surfaces (conjunction condition) than
when it is not (nonconjunction condition).

Beyond providing an empirical test for a surface-
based code for shape representations, the present
research also aims to characterize the surface code with
respect to its capacity to integrate depth information—
that is, to represent shape properties in depth rather
than in 2-D only. Shape-perception theories diverge on
this issue, even among those that propose a shape
representation based upon a volumetric code.

For instance, the computational theory of Marr
(1982; Marr & Nishihara, 1978) proposes that shape
perception integrates depth information at its 2.5-D
stage, which represents the depth orientation of visible
surfaces. In contrast, the recognition-by-components
theory assumes that geons (i.e., the volumetric primi-
tives it proposes) are inferred from 2-D contour
information only (Biederman, 1987). Likewise, Pizlo’s
(2008) theory based on shape constraints argues that
depth information should fail to contribute to the
perception of 3-D shape. Invariant recognition for
different viewing conditions may also be obtained
without using any 3-D information (Crouzet & Serre,
2011; Ullman, 2007). As for the notion of a surface-
based code for shape perception (Leek et al., 2005;
Leek et al., 2008; Reppa et al., 2015) considered here,
its current formulation assumes that the surfaces of an
object are coded in terms of 2-D polygons, without any
representation of depth information. An alternative
possibility, however, is that the surface code may
represent the depth orientation of surfaces relative to
the observer, as determined from depth information
such as shading, texture, or binocular disparity, for
instance (Nefs, 2008; Saunders & Backus, 2006; Todd,
Norman, Koenderink, & Kappers, 1997).

On the empirical front, even though human vision is
limited in its capacity to represent surfaces in depth
(Norman & Todd, 1996, 1998; Norman, Todd,
Norman, Clayton, &McBride, 2006; Norman, Todd, &
Philips, 1995; Todd & Norman, 2003), there is evidence
indicating that depth information may actually con-
tribute to visual shape perception. For instance, Aubin
and Arguin (2014) have reported that shading and
stereoscopic depth have a major impact on judgements
of the convexity or concavity of an otherwise ambig-
uous synthetic shape. Burke (2005) has shown that
stereoscopic information reduces the cost of depth
rotation in the recognition of bent paper-clip shapes
(for related findings, see also Bennett & Vuong, 2006).

Figure 1. Objects used as stimuli in Experiment 1.
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A stereo-display advantage has also been reported by
Cristino, Davitt, Hayward, and Leek (2015; see also
Oliver, Cristino, Roberts, Pegna, & Leek, 2018) using
objects made of an assembly of geon-like elements, but
only when the objects to be matched are shown from
markedly different viewpoints. A study by Lee and
Saunders (2011) has shown that stereo reduces the cost
of depth rotation, but also improves shape discrimi-
nation even when rich monocular shape cues are
available. Similar observations on the effect of stereo-
scopic depth information have also been reported for
face recognition across changes in viewpoint (Burke,
Taubert, & Higman, 2007; Hong Liu, Ward, & Young,
2006).

Another study by Blais et al. (2009) has shown
specifically that a code for shape representation based
on global properties such as aspect ratio or tapering
(Arguin et al., 1996; Arguin & Saumier, 2000; Saumier
& Arguin, 2003; Stankiewicz, 2002) is invariant to
depth (as well as 2-D) rotations, on the condition that
the stimulus offers sufficient depth information. On the
other hand, other studies have found that stereo
presentation may produce a disadvantage for recogni-
tion under particular test conditions (Pasqualotto &
Hayward, 2009). Whether this particular evidence
extends to a surface-based shape-representation code
remains unknown, however, since it may rest on
markedly different stimulus information than that
driving performance in these studies.

The goal of Experiments 2–4 was to assess jointly
whether a surface code contributes to human shape
perception and whether it integrates depth information.
This was done by examining the surface-conjunction
effect using surfaces that are shared between the target
and distractors in terms of their 2-D contours but not
in their 3-D instantiation. This is illustrated by the
stimuli in the top row of Figure 1. The target, which is
cone shaped, has a base with the same 2-D contours as
the end of the Asymmetrical cylinder distractor.
Similarly, the target shares the 2-D contours of its side
with the top portion of the Train top distractor.
However, it can easily be seen that these so-called
shared surfaces are actually not shared in their 3-D
instantiation. Thus, whereas the base of the target is
perfectly circular in 3-D, the extremity of the asym-
metrical cylinder is elliptical. As well, the side of the
cone has a 3-D shape that is completely different from
the top surface of the Train top.

Under these conditions and with the appropriate
distractor set for a baseline nonconjunction condition
(determined in Experiment 1), the occurrence of a
surface-conjunction effect would suggest disregard of
depth information—that is, that the surface-based code
rests on 2-D contour information. In contrast, if the
surface-based code fully integrates depth information,
then the surfaces that it will represent for the target and

distractors described in the conjunction condition will
not match, and no conjunction effect should occur.

As an additional test for the role of depth
information in a surface-based code, Experiments 2–4
reported here used stimuli that vary in the richness of
the depth information they offer. Thus, in Experiment
2, the stimuli comprised a rich surface texture, which
will add to shading as a cue for the depth orientation of
the surfaces of objects. Depth information was further
enhanced in Experiment 3, which used the same
textured objects as Experiment 2, but this time
presented as anaglyphs that offer realistic binocular
disparity information. In contrast, in Experiment 4
stimuli had no surface texture and no binocular
disparity, thereby limiting the depth information
available to shading. Under the conditions already
described (see Figure 1), disregard for depth informa-
tion by a surface-based code would be indicated by a
surface-conjunction effect that is invariant to the
richness of depth information. In contrast, a modula-
tion of the surface-conjunction effect by depth infor-
mation would reveal the capacity of the surface code to
integrate this information, at least to some degree.

Thus, Experiment 1 used a simultaneous matching
task to identify a pair of distractors which do not share
any surface with the target shape but which are equated
to the conjunction distractors on their similarity with
the target. Experiment 2 used the stimuli selected in
Experiment 1 to assess the surface-conjunction effect
with realistically rendered textured 2-D shapes. Exper-
iments 3 and 4 were designed similarly, but the quality
of depth information is enhanced by binocular
disparity in Experiment 3, whereas it is degraded in
Experiment 4 by the use of textureless 2-D shapes.

Experiment 1

The purpose of Experiment 1 was to select dis-
tractors for the nonconjunction condition that are
matched to those of the conjunction condition in terms
of their similarity to the target. These were then used to
assess the surface-conjunction effect in Experiments 2–
4, where the target shared the 2-D contours defining its
surfaces with the conjunction distractors, but with no
shared surface in terms of their 3-D instantiation. Thus,
the distractors for the conjunction condition are
characterized by the fact that they share the 2-D
projection of the contours defining one of their surfaces
with the target. The surfaces making up the objects,
however, are not shared between items in their 3-D
instantiation. The stimuli used in Experiment 1 as
candidate distractors for the nonconjunction condition
do not share any surface with the target (see second and
third rows of Figure 1). The task used is that of
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simultaneous matching for two shapes aligned verti-
cally, one above and the other below the fixation point.
The critical data comes from the ‘‘different’’ trials,
where one stimulus was the target and another was a
distractor, either from the conjunction condition or one
of the candidate nonconjunction distractors. Perfor-
mances (correct response times and error rates) with
individual conjunction distractors were compared to
those obtained with individual nonconjunction dis-
tractors. The nonconjunction distractors that led to
performance not significantly different from, and as
close as possible to, that with the conjunction
distractors were selected to serve as the nonconjunction
distractors in Experiments 2–4.

Method

Participants

Twelve volunteers (four men and eight women) aged
between 18 and 29 years took part in the experiment.
All were unaware of the purpose of the experiment,
were neurologically intact, and had normal or correct-
ed-to-normal visual acuity. No particular selection
criteria were applied with respect to gender, manual
dominance, or level of education.

Stimuli

The stimuli are shown in Figure 1. They were simple
synthetic objects created using the 3D Studio MAX
program from Autodesk. A total of nine objects were
used. One was the target (Cone) and two others were
the distractors for the conjunction condition (Asym-
metrical cylinder and Train top). The latter share the 2-
D projection of the contours of one of their surfaces
with the target. These shared 2-D surfaces, however,
are not shared in their 3-D instantiation. Thus, whereas
the visible end of the Asymmetrical cylinder has 2-D
contours identical to the base of the target, the shared
surfaces are quite different in their 3-D instantiation, as
signaled by the gradients of their surface textures as
well as by shading. The same is true for the side of the
target and the top portion of the Train top distractor.
The six other objects (Chamfer box, Quarter cylinder,
Hexagonal cylinder, Brick, Pyramid, and Prism) were
the nonconjunction distractors and shared none of their
surfaces (either in 2-D or 3-D) with the target. The
depth orientation of the main axis of one subset of
these nonconjunction distractors was identical to that
of the Asymmetrical cylinder, whereas the other subset
shared the depth orientation of its main axis with that
of the Train top (see Figure 1). A monochromatic
texture was applied on the surface of these objects using
3D Studio MAX. Objects were then rendered as 2-D
images, which were the actual stimuli used in the

experiment. The spatial extent of the stimuli ranged
between 1.38 and 2.68 of visual angle horizontally, and
between 1.08 and 1.78 vertically, from the viewing
distance of 95 cm.

Procedure

Participants were instructed to indicate as rapidly as
possible, while avoiding errors, whether the two items
displayed on each trial were the same or different. Two
experimental blocks of 240 trials each (total of 480
trials) were conducted, preceded by a practice block of
32 trials. Stimulus pairs were identical on half of the
trials and different on the other half, and the order of
trials was random.

Each trial began with a fixation cross (þ character in
Courier font, 26 points) of 500 ms duration. Its offset
was immediately (interstimulus interval ¼ 0 ms)
followed by the display of the stimuli, which were
aligned vertically and shown at a distance of 1.68 from
fixation. The stimuli remained visible until the partic-
ipant’s response. Each of the shapes used in Experi-
ment 1 served on an equal number of occasions in
‘‘same’’ trials. On ‘‘different’’ trials, one of the items
was always the cone (to serve as the target in the
following visual-search experiments), whereas the other
item was the one of the other shapes, each of these
serving on an equal number of trials. Responses
consisted of pressing the appropriate button of a
response box interfaced with the computer controlling
the experiment using the left or right index finger for
the left and right response buttons, respectively. The
use of the left and right response buttons to indicate
that stimuli were the same or different was counter-
balanced across participants.

Results and discussion

Individual correct response times (RTs) that were
more than 2.5 standard deviations from the partici-
pant’s mean for that condition were excluded from data
analysis. This resulted in the elimination of 261 trials
(4.5% of all trials). The correlation between correct
RTs and error rates was 0.09 (not significant), thus
indicating no speed/accuracy trade-off.

The crucial data from Experiment 1 are the correct
RTs and error rates on ‘‘different’’ trials, where one
distractor was displayed along with the cone designed
to serve as the target in Experiment 2. Data analyses
thus focused on this set of trials and compared
performance between trials involving distractors from
the conjunction condition (i.e., Asymmetrical cylinder
and Train top) to those with distractors that do not
share any surface with the target and that have the
same depth orientation of their main axis. Mean RTs
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and error rates, as well as the outcomes of the statistical
tests, are displayed in Table 1. Given the observations
in Table 1, the Chamfer box was chosen as the
nonconjunction distractor to serve in the following
experiments as a control for the Asymmetrical cylinder
conjunction distractor. Indeed, the Chamfer box offers
the closest performance to that observed with the
Asymmetrical cylinder when RTs and error rates are
jointly considered. Moreover, the F statistics compar-
ing these data across the two items are less than 1,
meaning that the differences between means are inferior
to the mean-square error of the data. For the same
reasons, the Prism was chosen as the nonconjunction
distractor to serve as a control for the Train top
conjunction distractor.

This performance match between the conjunction
and nonconjunction distractors to be used in Experi-
ments 2–4 served to ensure that any surface-conjunc-
tion effect that might be observed in the latter
experiments was not an artifact of a greater difficulty in
discriminating the target from conjunction distractors
than from nonconjunction distractors.

As an additional control of target/distractor similar-
ity, we conducted an objective assessment of the
similarity of the image of the target stimulus with that of
each distractor selected for the conjunction and non-
conjunction conditions. This was performed by calcu-
lating the normalized cross-correlation between the
relevant image pairs normalized on mean pixel intensity
in a location-independent manner. Specifically, the
cross-correlations between image pairs were calculated
for each possible location overlap between the two and
selecting the highest correlation as reflecting their
similarity; the higher the correlation, the greater the
similarity. For the conjunction distractors, the similarity
of the Asymmetrical cylinder with the target was 0.41,
whereas that of the Train top was 0.78, for a mean
similarity index of 0.59. The corresponding measures for
the nonconjunction distractors were 0.45 for the
Chamfer box and 0.75 for the Prism, giving a mean

similarity index of 0.60. For all means and purposes,
then, the target/distractor image similarities as assessed
by this method are identical for the conjunction and
nonconjunction conditions. The similarity of distractors
was also precisely matched across the conjunction (0.39)
and nonconjunction (0.38) distractors.

As described later, additional measures were used in
Experiments 2–4 to further confirm the proper control
of target/distractor similarity across conditions.

Experiment 2

The goal of Experiment 2 was to assess the surface-
conjunction effect when the surfaces shared between
the target and the conjunction distractors are so with
respect to the contours of their 2-D image but not so in
terms of their 3-D instantiation. Specifically, in the
conjunction condition the target was made of a
conjunction of surfaces that belong to the distractors.
In contrast, in the nonconjunction condition the target
had unique surfaces that were not shared with the
distractors. The format of stimuli was as illustrated in
Figure 1—that is, the objects had a textured surface
and were realistically rendered to comprise shading
information in order to offer significant and valid depth
information.

Experiment 2 was divided in two separate tasks which
were administered to distinct groups of participants.
Experiment 2a served as the experimental task, where
the number of instances of each distractor object for a
particular condition (e.g., the Asymmetrical cylinder and
the Train Top, for the conjunction condition) was as
equal as possible on every trial. This means that in the
conjunction condition of Experiment 2a, the target was
truly made of a conjunction of distractor surfaces. In
Experiment 2b, which served as a control task,
participants were exposed on every trial to just one of
the possible distractor objects, in as many instances as

Conjunction distractors Nonconjunction distractors

Chamfer box Hexagonal cylinder Quarter cylinder

541.9 ms (0.022) 572.7 ms (0.006) 543.0 ms (0.011)

Asymmetrical cylinder

555.4 ms F , 1 F , 1 F , 1

(0.036) F , 1 F ¼ 4.5 (not significant) F ¼ 3.1 (not significant)

Brick Pyramid Prism

611.7 ms (0.014) 635.3 ms (0.039) 595.9 ms (0.014)

Train top

599.2 ms F , 1 F ¼ 3.4 (not significant) F , 1

(0.019) F , 1 F ¼ 1.9 (not significant) F , 1

Table 1. Correct response times (and error rates) on ‘‘different’’ trials in Experiment 1 along with the relevant statistical tests (see text
for details). All degrees of freedom for the F statistics are (1, 11).
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required to achieve the number of items to be displayed
on that particular trial. On half the trials, one of the
distractor objects for the condition was used; the other
object was chosen for the other half of trials. Thus, in
the conjunction condition of Experiment 2b, the same
distractor objects were used as in Experiment 2a, but the
target was never a conjunction of the surfaces of the
distractors displayed along with it. It must be pointed
out that implementing both Experiments 2a and 2b
introduces a new factor in the experimental design (the
same applies to Experiments 3 and 4). This factor is that
of distractor heterogeneity, which has been demon-
strated to negatively impact visual-search rates (Duncan
& Humphreys, 1989, 1992). Thus, one should expect
slower search rates with the heterogeneous distractors of
Experiment 2a than with the homogenous distractors of
Experiment 2b—a prediction that is fulfilled in Exper-
iments 2–4. It is important to underline, however, that
the manipulation of distractor heterogeneity is applied in
precisely the same way for the conjunction and non-
conjunction conditions.

Under the experimental design described, the con-
clusion that an actual surface-conjunction effect occurs
will be based not only on the evidence that search
performance is worse in the conjunction than in the
nonconjunction condition (either in terms of greater
RTs or error rates or a greater slope of RTs or error
rates as a function of the number of items displayed)
but also on the fact that this difference is unique to, or
greater in, the experimental task (e.g., Experiment 2a)
relative to the control task (e.g., Experiment 2b). From
this design, then, the conclusion of a surface-conjunc-
tion effect will be protected from any artifact resulting
from a mismatch of target/distractor similarity between
the conjunction and nonconjunction conditions which
may possibly remain despite the procedure used in
Experiment 1 to select the nonconjunction distractors.

Given the preceding, the demonstration of a surface-
conjunction effect in Experiment 2 would support the
hypothesis of a surface-based code for shape repre-
sentation and would suggest neglect (at least to some
degree) of depth information in this surface code.

Method

Participants

Twenty-four volunteers (nine men and 15 women)
aged between 19 and 39 years took part in the
experiment. All were unaware of the purpose of the
experiment, were neurologically intact, and had normal
or corrected-to-normal visual acuity. No particular
selection criteria were applied with respect to gender,
manual dominance, or level of education. Participants
were divided into two equal groups of 12 each. One
group participated in Experiment 2a and the other in
Experiment 2b.

Stimuli

The objects used in Experiment 2 are those marked
Target, Asymmetrical cylinder, Train top, Chamfer
box, and Prism in Figure 1. The cone serving as the
target shares the contours of one of its surfaces (but not
its texture gradients or shading) with each of the
conjunction distractors—that is, the Asymmetrical
cylinder and Train top. The other objects served as
nonconjunction distractors and did not share any
surface with the target. These distractors were chosen
in Experiment 1 in order to match target/distractor
similarity across the conjunction and nonconjunction
distractors. The spatial extent of the stimuli varied
between 1.338 and 2.58 of visual angle on the horizontal
axis and between 0.958 and 1.718 on the vertical axis,
from the viewing distance of 95 cm.

Procedure

Participants were instructed to indicate, on every
trial, whether the target (i.e., the cone in Figure 1) was
present in a display made of a variable number of
items. The distractor sets were made of the conjunction
or nonconjunction distractors, and the display size was
of 3, 5, 7, or 9 items. Each stimulus on a trial was
displayed randomly at one of 12 locations along an
imaginary circle of 9.58 diameter, centered on fixation.
On target-present trials (half of the trials), a single
target was presented, whereas no target was displayed
on target-absent trials. In Experiment 2a, the number
of instances of each distractor object for the condition
tested was made as equal as possible on every trial. In
contrast, in Experiment 2b one of the two distractor
objects for the condition tested was selected randomly
and was replicated in the display as many times as
necessary to achieve the required number of items for
that trial. Whether in Experiment 2a or 2b, the total
number of occurrences of each distractor object was
equated within each block of trials (see later).

Trials began with a 500-ms fixation cross presented
at the center of the computer screen. This was
immediately followed by the stimulus display, which
remained visible until the participant responded. The
intertrial interval was 500 ms. Participants were
instructed to respond as rapidly and as accurately as
possible by pressing the appropriate response button of
a response box interfaced with the computer control-
ling the experiment using the left or right index finger
for the left and right response buttons, respectively.
The side to which the target-present and target-absent
buttons were assigned was counterbalanced across
participants for both Experiments 2a and 2b. Partici-
pants were seated and had their head position
restrained by a chin rest.

The experimental design involved the within-subject
factors of distractors (2 levels: conjunction vs. non-
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conjunction), target presence (2 levels: present vs.
absent), and display size (4 levels: 3, 5, 7, or 9 items), as
well as the between-subjects factor of task (Experi-
mental vs. Control; i.e., Experiment 2a vs. Experiment
2b). Each of the 16 possible within-subject conditions
was presented in random order in two blocks of 384
trials (24 trials per condition per block), for a grand
total of 768 trials per participant. These blocks were
preceded by a sequence of 36 practice trials. For each
participant, the experiment was run in a single session
lasting approximately 40 min.

Results

Individual correct RTs that were more than 2.5
standard deviations from the participant’s mean for
that condition were excluded from data analysis. This
resulted in the elimination of 463 trials (2.5% of all
trials). The correlation between correct RTs and error
rates was �0.13 (not significant), thus showing no

speed/accuracy trade-off. Average correct RTs and
error rates for each condition are illustrated in Figures
2 and 3, respectively.

Results summary

The main findings from the detailed data analyses
described later are as follows. Correct RTs increased
linearly with display size in all conditions, and they
were larger with the conjunction than the noncon-
junction distractors. On target-present trials, the latter
effect was of the same magnitude in the experimental
(Experiment 2a) and control (Experiment 2b) tasks. In
contrast, on target-absent trials, correct RTs were
greater, the effect of display size was also greater in the
conjunction than the nonconjunction condition, and
these differences were larger in the experimental
(Experiment 2a) than in the control (Experiment 2b)
task. Error rates were also larger in the conjunction
than the nonconjunction condition, but this difference

Figure 2. Average correct response times in Experiment 2 as a function of display size. (A) Experimental task (Experiment 2a); (B)

control task (Experiment 2b).
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was of the same magnitude in the experimental
(Experiment 2a) and control (Experiment 2b) tasks.

Correct RTs—Linear regressions

Linear-regression analyses of correct RTs as a
function of display size were carried out to characterize

the visual-search functions in each condition (Table 2).
All regression functions are strictly linear. The ratio of
target-present over target-absent regression slopes is 0.5
in the nonconjunction condition of Exp. 2a, which is
congruent with a serial self-terminating search (but see
Townsend, 1972, on the difficulty of discriminating
between serial versus parallel search). In the remaining

Figure 3. Average error rates in Experiment 2 as a function of display size. (A) Experimental task (Experiment 2a); (B) control task

(Experiment 2b).

Condition

Target present Target absent
Present:absent

slope ratioIntercept (ms) Slope (ms/item) R
2 Intercept (ms) Slope (ms/item) R

2

Experimental task (Experiment 2a)

Conjunction 630.3 33.0 0.97 571.1 94.6 0.99 0.35

Nonconjunction 612.9 31.7 0.97 591.8 63.7 1.00 0.50

Control task (Experiment 2b)

Conjunction 494.4 6.5 0.96 504.4 20.5 1.00 0.32

Nonconjunction 500.6 3.2 0.89 496.6 10.9 0.95 0.29

Table 2. Linear regressions of correct response times as a function of display size in the conjunction and nonconjunction conditions of
Experiment 2.
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conditions, the ratios are weaker (from 0.29 to 0.35),
implying that search rates on target-present trials are
somewhat faster than what would be expected from
target-absent search rates assuming a serial self-
terminating search. In the experimental task (Experi-
ment 2a), the slopes of correct RTs as a function of
display size are substantially larger in the conjunction
than in the nonconjunction condition on target-absent
trials, but no difference is evident on target-present
trials. In the control task (Experiment 2b), the slope
differences between the conjunction and nonconjunc-
tion conditions are weak but tend to favor the latter.

Correct RTs—ANOVA

A four-way analysis of variance (ANOVA) with the
within-subject factors of distractors (2 levels: con-
junction vs. nonconjunction), target presence (2 levels:
present vs. absent), and display size (4 levels: 3, 5, 7, or
9 items) and the between-subjects factor of task
(Experiment 2a vs. 2b) was performed on correct RTs.
This analysis showed several main effects and inter-
actions, including a significant four-way Distractors3
Target presence3Display size3Task interaction, F(3,
66)¼ 3.9, p , 0.05. In consequence of this interaction,
the experimental design was divided according to
target-present and target-absent trials to compare the
joint effects of distractors and display size across
tasks.
Target-present trials: For target-present trials, the
analysis revealed main effects of distractors, F(1, 22)¼
9.4, p , 0.01; display size, F(3, 66)¼ 46.8, p , 0.001;
and task, F(1, 22) ¼ 409.1, p , 0.001; as well as a
significant Display size 3 Task interaction, F(3, 66) ¼
25.9, p , 0.001. These effects indicate longer RTs in
the conjunction than in the nonconjunction condition,
increasing RTs with the number of items displayed,
and a greater effect of display size in Experiment 2a
than 2b (see Figure 2 and Table 2). All other effects
were not significant (p . 0.05). The observations for
target-present trials fail to verify the conditions
defined earlier for a surface-conjunction effect. Thus,
while RTs are longer in the conjunction than the
nonconjunction conditions, this difference is not
significantly greater in the experimental than in the
control task (note the lack of a Distractors 3 Task
interaction).
Target-absent trials: The analysis of target-absent trials,
however, does provide evidence for a surface-conjunc-
tion effect in Experiment 2. This analysis demonstrates
significant main effects of distractors, F(1, 22)¼ 30.6, p
, 0.001; display size, F(3, 66) ¼ 32.7, p , 0.001; and
task, F(1, 22)¼ 219.7, p , 0.001. In addition, a number
of the two-way interactions were significant: Distrac-
tors 3 Display size, F(3, 66) ¼ 14.4, p , 0.001;
Distractors 3 Task, F(1, 22) ¼ 5.8, p , 0.05; and

Display size 3 Task, F(3, 66)¼ 14.8, p , 0.001. These
indicate a greater effect of display size in the
conjunction than the nonconjunction condition, a
greater performance difference between the conjunction
and nonconjunction conditions in Experiment 2a than
in 2b, and a greater effect of display size in Experiment
2a than in 2b (see Table 2 and Figure 2). The three-way
Distractors 3 Display size 3 Task interaction was also
significant, F(3, 66) ¼ 4.3, p , 0.01. A breakdown of
that interaction indicates significant Distractors 3

Display size interactions for both Experiment 2a, F(3,
33)¼ 11.7, p , 0.001, and Experiment 2b, F(3, 33)¼
2.9, p , 0.05. However, the interaction is substantially
greater for Experiment 2a than 2b, thereby accounting
for the three-way Distractors 3 Display size 3 Task
interaction on target-absent trials. In summary, the RT
evidence on target-absent trials meets the criteria for a
surface-conjunction effect. Thus, the cost associated
with the conjunction condition (relative to the non-
conjunction condition) on overall RTs (165 ms in
Experiment 2a, 65 ms in Experiment 2b), as well as on
the slope of RTs as a function of number of items (31
ms/item in Experiment 2a, 10 ms/item in Experiment
2b), is greater in Experiment 2a (experimental task)
than in Experiment 2b (control task).

Error rates—ANOVA

Error rates were analyzed using an ANOVA with the
same design as for RTs. This analysis revealed several
main effects and two-way interactions involving the
factors of target presence, display size, and task, which
were qualified by the significant triple Target presence
3 Display size 3 Task interaction, F(3, 66) ¼ 3.6, p ,

0.05. This interaction rests on the fact that for the
experimental task (Experiment 2a), error rates were
greater on target-present than on target-absent trials,
F(1, 11) ¼ 47.4, p , 0.001, and they varied in an
irregular manner as a function of display size (see
Figure 3). In contrast, in the control task (Experiment
2b), there was no effect of target presence, F(1, 11)¼1.1
(not significant), or display size, F(3, 33) , 1, or an
interaction between them, F(3, 33) , 1. The general
ANOVA applied on error rates also showed a main
effect of distractors as well as a Distractors 3 Target
presence interaction. A breakdown of the interaction
revealed significantly larger error rates in the conjunc-
tion than in the nonconjunction condition on target-
absent trials, F(1, 23)¼11.5, p , 0.005, but no effect on
target-present trials, F(1, 23) , 1. The analysis of error
rates revealed no difference between tasks on the
magnitude of the effect of distractors, F(1, 22) ¼ 1.1
(not significant), nor on how it modulates the effect of
display size, F(3, 66) , 1.

Journal of Vision (2019) 19(11):6, 1–23 Arguin et al. 10

Downloaded from iovs.arvojournals.org on 05/14/2021



Discussion

The main finding from Experiment 2 is the evidence
for a surface-conjunction effect on RTs on target-
absent trials. Indeed, RTs were longer, and their slope
as a function of display size larger, in the conjunction
than in the nonconjunction condition, and this
difference was greater in the experimental task (Ex-
periment 2a) than in the control task (Experiment 2b).
In simpler terms, this means that visual search was
slower when the target was a conjunction of surfaces
constituting the distractors displayed along with it than
when it was not. This performance cost is not simply an
artifact of target/distractor similarity, which was fully
controlled. As argued earlier, this observation supports
the hypothesis that internal representations coding
visual shapes as collections of surfaces were involved in
performing the visual-search task.

It should be noted that the surface-conjunction effect
occurred in Experiment 2 even though the depth cues
offered by texture and shading indicated that the
orientation in depth of the surfaces making up the
conjunction target was different from the correspond-
ing surfaces in the distractors. This evidence suggests
that the surface-based code for shape representation
ignores depth information—that is, it takes into
account only 2-D contour information. Experiment 3
assessed this hypothesis further.

Experiment 3

The results of Experiment 2 were obtained using
stimuli that were relatively rich in terms of depth
information. Nevertheless, the depth information avail-
able in the stimuli is contradicted by the null binocular
disparity, which signals that the stimuli displayed are
flat. It could thus be argued that the surface-based code
suggested by Experiment 2 does take into account depth
information, but that this information must be congru-
ent across depth cues to register. Alternatively, it could
be argued that the surface-based code obeys specifically
binocular disparity information in order to represent the
depth orientation of surfaces. Experiment 3 assessed
these possibilities by replicating Experiment 2, but using
anaglyphic stimuli that contain valid binocular disparity
depth information with respect to the objects depicted.

Method

Participants

Twenty-four volunteers (eight men and 16 women)
aged between 19 and 42 years took part in the
experiment. All were unaware of the purpose of the

experiment, were neurologically intact, and had normal
or corrected-to-normal visual acuity. No particular
selection criteria were applied with respect to gender,
manual dominance, or level of education. Participants
were divided into two equal groups of 12 participants
each, one taking part in Experiment 3a and the other
Experiment 3b.

Stimuli

Experiment 3 used the same set of objects as
Experiment 2, which were presented as anaglyphs in
order to offer stereoscopic depth information. Two
renderings of each object were produced by rotating the
stimulus views depicted in Figure 1 by 1.758 to the left
or right around a vertical axis passing through the
center of the object. This angle of rotation simulates the
views of the object for the right and left eye,
respectively, assuming an interocular distance of 5.8 cm
and a viewing distance of 95 cm (i.e., that used in the
present experiment). The stimulus views were then
fused to produce red/cyan anaglyphs which were the
actual stimuli used in Experiment 3. The stimuli were
viewed using red/cyan glasses (Rainbow Symphony,
Reseda, CA) to give observers the impression of
stereoscopic depth. Stimuli were displayed over a
neutral gray background of medium intensity (instead
of the white background used in Experiment 2) in order
to avoid phantom images from portions of the stimulus
that were designed to be viewed only by the contra-
lateral eye.

Procedure

Apart from the fact that participants were required
to wear the red/cyan glasses throughout the duration of
the experiment, the experimental design and procedures
were identical to those of Experiment 2.

Results

Individual correct RTs that were more than 2.5
standard deviations from the participant’s mean for
that condition were excluded from data analysis. This
resulted in the elimination of 495 trials (2.7% of all
trials). The correlation between correct RTs and error
rates was �0.03 (not significant), thus indicating no
speed/accuracy trade-off. Average correct RTs and
error rates for each condition are illustrated in Figures
4 and 5, respectively.

Results summary

The results of Experiment 3 show that correct RTs
increased linearly with display size in all but one
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condition, for which the slope was very weak. On both
target-present and target-absent trials, correct RTs and
the effect of display size on correct RTs were greater in
the conjunction than the nonconjunction condition,
and these effects had a greater magnitude in the
experimental (Experiment 3a) than in the control
(Experiment 3b) task. No conjunction effect occurred
on error rates. These findings are demonstrated by the
data analyses described in the following.

Correct RTs—Linear regressions

Linear-regression analyses of correct RTs as a
function of display size were carried out to characterize
the visual-search functions in each condition (Table 3).
All regression functions are very linear except for
target-present trials in the conjunction condition of the
control task (Experiment 3b). The R2 statistic is

particularly low in this case, but it is associated with an
effect of display size that is practically null. The ratio of
target-present over target-absent regression slopes is
close to 0.5 in the nonconjunction condition of the
experimental task (Experiment 3a), congruent with a
serial self-terminating search (but see Townsend, 1972).
In the other conditions, however, the ratio is weaker
(0.34). In the conjunction condition of the experimental
task and the nonconjunction condition of the control
task, this simply means that the search rates on target-
present trials are somewhat faster than what would be
expected on the basis of target-absent search rates if
one were to assume a serial self-terminating search. In
the conjunction condition of the control task, the near-
zero ratio is explained by the null slope on target-
present trials. In the experimental task (Experiment 3a),
the slopes of correct RTs as a function of display size
are substantially larger in the conjunction than in the

Figure 4. Average correct response times in Experiment 3 as a function of display size. (A) Experimental task (Experiment 3a); (B)

control task (Experiment 3b).
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nonconjunction condition on target-absent trials, but
the difference is weaker on target-present trials. In the
control task (Experiment 3b), the slope differences
between the conjunction and nonconjunction condi-
tions are weaker than in the experimental task, and on
target-present trials the difference tends to favor the
conjunction condition.

Correct RTs—ANOVA

A four-way ANOVA with the within-subject factors

of distractors (2 levels: conjunction vs. nonconjunc-

tion), target presence (2 levels: present vs. absent), and

display size (4 levels: 3, 5, 7, or 9 items) and the

between-subjects factor of task (Experiment 3a vs. 3b)

Figure 5. Average error rates in Experiment 3 as a function of display size. (A) Experimental task (Experiment 3a); (B) control task

(Experiment 3b).

Condition

Target present Target absent
Present:absent

slope ratioIntercept (ms) Slope (ms/item) R
2 Intercept (ms) Slope (ms/item) R

2

Experimental task (Experiment 3a)

Conjunction 656.3 27.6 0.97 607.1 82.0 1.00 0.34

Nonconjunction 642.5 20.9 0.98 601.3 42.8 1.00 0.49

Control task (Experiment 3b)

Conjunction 599.9 �0.8 0.08 578.6 20.5 0.95 �0.04
Nonconjunction 566.0 2.6 0.88 562.7 8.0 0.92 0.32

Table 3. Linear regressions of correct response times as a function of display size in the conjunction and nonconjunction conditions of
Experiment 3.
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was performed on correct RTs. This analysis showed
several main effects and interactions, including several
significant three-way interactions: Distractors 3 Dis-
play size 3 Task, F(3, 66)¼ 12.5, p , 0.001; Target
presence 3 Display size 3 Task, F(3, 66) ¼ 9.5, p ,
0.001; and Distractors 3 Target presence 3 Display
size, F(3, 66) ¼ 15.6, p , 0.001. In order to obtain a
properly detailed picture of the effects on correct RTs,
the overall experimental design was broken down into
analyses of the joint effects of distractors and display
size across tasks separately for target-present and
target-absent trials.
Target-present trials: On target-present trials, all main
effects and interactions were significant (p , .05) except
for the Distractors3Display size interaction, F(3, 66)¼
1.4 (not significant). The significant Distractors3Task
interaction, F(1, 22)¼ 7.8, p , 0.05, indicates that the
RT cost associated with the conjunction condition was
greater in the experimental task (54 ms; Experiment 3a)
than in the control task (13 ms; Experiment 3b). To
follow up on the significant three-way Distractors 3
Display size3Task interaction, F(3, 66)¼4.2, p , 0.01,
the joint effects of distractors and display size were
analyzed separately for each task. For the experimental
task (Experiment 3a), the Distractors 3 Display size
interaction was significant, F(3, 33)¼ 3.0, p , 0.05,
indicating a significantly greater effect of display size in
the conjunction than the nonconjunction condition (see
Table 3 and Figure 4). For the control task (Experi-
ment 3b), the Distractors3Display size interaction was
also significant, F(3, 33)¼ 3.5, p , 0.05. In this case
however, the slope of RTs as a function of display size
is weaker in the conjunction than in the nonconjunction
condition (see Table 3).
Target-absent trials: On target-absent trials, the anal-
ysis of RTs according to the Distractors3 Display size
3 Task interaction showed that all main effects and
interactions were significant (p , 0.05). The significant
Distractors 3 Task interaction, F(1, 22) ¼ 18.7, p ,
0.001, indicates that the RT cost associated with the
conjunction condition was greater in the experimental
task (241 ms; Experiment 3a) than in the control task
(91 ms; Experiment 3b). The joint effects of distractors
and display size were analyzed separately according to
task to break down the significant three-way Distrac-
tors3Display size3Task interaction, F(3, 66)¼ 8.0, p
, 0.001. The Distractors3Display size interaction was
significant for both the experimental task, F(3, 33)¼
30.2, p , 0.001, and the control task, F(3, 33)¼3.5, p ,
0.05. However, as is apparent in Table 3, the magnitude
of the conjunction cost on the effect of display size was
greater in the experimental task (slope difference of
39.2 ms/item) than in the control task (slope difference
of 12.5 ms/item), which accounts for the significant
Distractors3Display size3Task interaction on target-
absent trials.

In summary, the RT results for both target-present
and target-absent trials met the criteria for a surface-
conjunction effect. Thus, the conjunction condition is
associated with worse performance than the non-
conjunction condition (i.e., greater overall RTs and a
greater increase of RTs as a function of display size)
and this cost is greater in, or unique to, the
experimental task (relative to the control task).

Error rates—ANOVA

Error rates were analyzed using an ANOVA with the
same design as for RTs. The main effects of target
presence, F(1, 22)¼ 31.8, p , 0.001, was significant
(greater error rates on target-present than target-absent
trials), along with multiple two-way interactions:
Target presence 3 Task, F(1, 22) ¼ 18.7, p , 0.001;
Target presence 3 Display size, F(3, 66)¼ 4.8, p ,

0.005; and Display size3Task, F(3, 66)¼ 4.7, p , 0.01.
These interactions were qualified by the significant
three-way Target presence 3 Display size 3 Task
interaction, F(3, 66)¼ 5.9, p , 0.005. Simple effects of
display size and task were carried out separately on
target-present and target-absent trials. On target-
present trials, the Display size 3 Task interaction was
significant, F(3, 66) ¼ 6.7, p , 0.005, which indicates
greater error rates in the experimental (Experiment 3a)
than in the control task (Experiment 3b). In contrast,
the analysis of the joint effects of display size and task
on target-absent trials revealed no significant effect or
interaction (p . 0.05). In summary, the analysis of
error rates indicated only that participants made more
errors on target-present than target-absent trials in the
experimental task (Experiment 3a), whereas no such
difference occurred in the control task (Experiment 3b).

Discussion

The results of Experiment 3 replicate the surface-
conjunction effect of Experiment 2. Specifically, RTs
were longer and the slope of RTs as a function of
display size was larger in the conjunction than in the
nonconjunction condition, and this difference was
greater in the experimental task (Experiment 3a) than
in the control task (Experiment 3b).

Such observations indicate that the surface code
responsible for the conjunction effect investigated here
fails to take into account the fact that the 2-D regions
shared between the target and distractors are com-
pletely different in their 3-D instantiations. This shows
that a surface-based representation of visual shape does
not integrate depth information and is based instead on
2-Dcontour information.
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Experiment 4

The results of Experiments 2 and 3 converge to show
that a surface-based code for shape representation does
not contain depth information. Indeed, had this been
so, one would expect no significant surface-conjunction
effect in these experiments. Still, under the assumption
that the surface-based code might be capable of
processing depth information to some degree, albeit
imperfectly, it could be argued that the surface-
conjunction effect in Experiments 2 and 3 was weaker
than if the depth information presented had been much
poorer.

Experiment 4 was designed to assess this possibility
by using stimuli with very impoverished depth infor-
mation. Thus, stimuli were displayed without binocular
disparity information and the objects were rendered
without any surface texture, which instead had a matte
gray surface. With such stimuli, the only reliable depth
information available is that of shading. In other
respects, the methods applied in Experiment 4 are
identical to those of Experiments 2 and 3.

Method

Participants

Twenty-four volunteers (nine men and 15 women)
aged between 18 and 42 years took part in the
experiment. All were unaware of the purpose of the
experiment, were neurologically intact, and had normal
or corrected-to-normal visual acuity. No particular
selection was applied with respect to gender, manual
dominance, or level of education. Participants were
divided into two equal groups of 12 participants each,
one taking part in Experiment 4a and the other
Experiment 4b.

Stimuli

Experiment 4 used the same set of objects as
Experiment 2, which were rendered with matte gray
surfaces devoid of any texture. Thus, the only depth
information available in these stimuli was provided by
shading. Stimuli were displayed over a white back-
ground.

As for the textured stimuli used in the preceding
experiments, an objective assessment of the similarity
between the image of the target and of those of the
distractors was calculated using the normalized cross-
correlation between the relevant image pairs normal-
ized on mean pixel intensity. For the conjunction
distractors, the similarity of the Asymmetrical cylinder
with the target was 0.31, whereas that of the Train top
was 0.65, for a mean similarity index of 0.48. The
corresponding measures for the nonconjunction dis-

tractors were 0.36 for the Chamfer box and 0.57 for the
Prism, giving a mean similarity index of 0.46. Thus, the
similarity of the distractors to the target was precisely
matched between the conjunction and nonconjunction
conditions. The similarity between distractors in the
conjunction (0.31) and nonconjunction (0.35) condi-
tions was also very close.

Procedure

The experimental design and procedures were
identical to those of Experiment 2.

Results

Individual correct RTs that were more than 2.5
standard deviations from the participant’s mean for
that condition were excluded from data analysis. This
resulted in the elimination of 466 trials (2.6% of all
trials). The correlation between correct RTs and error
rates was �0.12 (not significant), thus indicating no
significant speed/accuracy trade-off. Average correct
RTs and error rates in each condition of Experiment 4
are shown in Figures 6 and 7, respectively.

Results summary

Except for one condition where the slope was very
weak, correct RTs increased linearly with display size.
The main outcomes of the analyses of variance applied
on correct RTs and error rates are as follows. On both
target-present and target-absent trials, correct RTs as
well as the effect of display size on correct RTs were
greater in the conjunction than the nonconjunction
condition, and these effects had a greater magnitude in
the experimental (Experiment 4a) than in the control
(Experiment 4b) task. On target-present trials, error
rates increased faster with display size in the conjunc-
tion than in the nonconjunction condition. On target-
absent trials, error rates were greater in the conjunction
than in the nonconjunction condition. However, the
magnitude of these conjunction effects on error rates
did not differ between the experimental (Experiment
4a) and control (Experiment 4b) tasks. Additional
analyses comparing outcomes across experiments
showed that the pattern of results pertaining to the
demonstration of a surface-conjunction effect did not
differ significantly between Experiments 2, 3, and 4.

Correct RTs—Linear regressions

Linear-regression analyses of correct RTs as a
function of display size were carried out to characterize
the visual-search functions in each condition (Table 4).
Except for the nonconjunction condition of the control
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task (Experiment 4b), all regression functions are linear
and the ratios of target-present regression slopes over
target-absent are about 0.5. This is congruent with a
serial self-terminating search (but see Townsend, 1972).
For the nonconjunction condition of the control task
(Experiment 4b), the regression function on target-
absent trials is relatively nonlinear and the slope is
weaker than on target-present trials, hence the partic-
ular present/absent slope ratio. In the experimental task
(Experiment 4a), the slopes of RTs as a function of
display size are notably larger in the conjunction than
in the nonconjunction condition for both target-present
and target-absent trials. The corresponding contrasts
for the control task (Experiment 4b) are much weaker.

Correct RTs—ANOVA

Similarly to Experiments 2 and 3, correct RTs were
analyzed using a four-way ANOVA with the within-
subject factors of distractors (2 levels: conjunction vs.

nonconjunction), target presence (2 levels: present vs.
absent), and display size (4 levels: 3, 5, 7, or 9 items)
and the between-subjects factor of task (Experiment 4a
vs. 4b). All main effects and interactions were
significant (all ps , 0.05), except for the Distractors 3
Target presence 3 Task interaction, F(1, 22)¼ 3.7 (not
significant), and the four-way interaction, F(3, 66)¼ 1.5
(not significant). As in the previous experiments, more
detailed analyses were conducted to assess the joint
effects of distractors and display size across tasks,
separately for target-present and target-absent trials.
Target-present trials: On target-present trials, all main
effects and interactions were significant, including the
two-way Distractors3Task interaction, F(1, 22)¼ 7.5,
p , 0.05, and the three-way Distractors 3 Display size
3 Task interaction, F(3, 66)¼ 3.6, p , 0.05. Simple
effects of distractors and display size were therefore
analyzed separately for each task. For the experimental
task (Experiment 4a), there were significant main
effects of distractors, F(1, 11) ¼ 15.9, p , 0.005, and

Figure 6. Average correct response times in Experiment 4 as a function of display size. (A) Experimental task (Experiment 4a); (B)

control task (Experiment 4b).
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display size, F(3, 33)¼ 37.7, p , 0.001, along with the
Distractors 3 Display size interaction, F(3, 33)¼ 6.6, p
, 0.005. This interaction reflects the fact that the
increase of RTs as a function of display size was greater
in the conjunction than the nonconjunction condition,
as can be seen in Table 4 and Figure 6A. For the
control task (Experiment 4b), there were significant

main effects of distractors, F(1, 11)¼ 9.8, p , 0.05, and
display size, F(3, 33)¼ 10.2, p , 0.001, the Distractors
3 Display size interaction was not significant, F(3, 33)
, 1. Thus, on target-present trials in the control task,
correct RTs were slightly longer in the conjunction than
in the nonconjunction condition, and they increased
with display size. However, this effect of display size

Figure 7. Average error rates in Experiment 4 as a function of display size. (A) Experimental task (Experiment 4a); (B) control task

(Experiment 4b).

Condition

Target present Target absent
Present:absent

slope ratioIntercept (ms) Slope (ms/item) R
2 Intercept (ms) Slope (ms/item) R

2

Experimental task (Experiment 4a)

Conjunction 534.3 27.7 0.98 532.7 64.1 0.99 0.43

Nonconjunction 555.8 18.0 0.97 552.4 36.1 0.99 0.50

Control task (Experiment 4b)

Conjunction 521.3 5.4 0.83 560.7 12.2 0.84 0.44

Nonconjunction 515.5 4.7 0.99 537.2 3.4 0.53 1.36

Table 4. Linear regressions of correct response times as a function of display size in the conjunction and nonconjunction conditions of
Experiment 4.
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did not vary according to distractors (see Table 4 and
Figure 6B). In summary, with respect to our main
purpose of assessing the surface-conjunction effect,
these analyses indicate that for target-present trials,
both the effect of distractors (37 ms vs. 10 ms) and its
impact on the effect of display size (9.7 ms/item vs. 0.7
ms/item) were greater in the experimental than the
control task (Experiment 4a vs. 4b).
Target-absent trials: On target-absent trials, the pattern
of effects on correct RTs is similar to that of target-
present trials, but the magnitude of the surface-con-
junction effect is greater. The simple effects of distrac-
tors, display size, and task on target-absent trials
revealed all main effects and interactions to be signifi-
cant, including the two-way Distractors 3 Task interac-
tion, F(1, 22)¼ 10.8, p , 0.005, and the three-way
Distractors3 Display size3 Task interaction, F(3, 66)¼
6.9, p , 0.005. For the experimental task (Experiment
4a), there were significant main effects of distractors, F(1,
11)¼ 113.2, p , 0.001; display size, F(3, 33)¼ 34.2, p ,
0.001; and the Distractors3Display size interaction, F(3,
33)¼ 23.4, p , 0.001. These indicate that RTs increased
as a function of display size and that RTs as well as the
effect of display size were greater on conjunction than
nonconjunction trials (see Table 4 and Figure 6A). For
the control task (Experiment 4b), there were significant
main effects of distractors, F(1, 11)¼ 19.7, p , 0.005;
display size, F(3, 33)¼9.7, p , 0.001; and the Distractors
3 Display size interaction, F(3, 33)¼ 3.9, p , 0.05.
Again, these effects indicate that RTs increased as a
function of display size and that RTs and the effect of
display size were greater with conjunction than non-
conjunction distractors (see Table 4 and Figure 6B). It
may be noted however, that the effect of distractors
(Experiment 4a: 148 ms; Experiment 4b: 76 ms) and its
impact on the effect of display size (Experiment 4a: 28.0
ms/item; Experiment 4b: 8.7 ms/item) were greater in the
experimental than in the control task.

Error rates—ANOVA

Error rates were analyzed using the same design as for
RTs. There were significant main effects of distractors,
F(1, 22)¼ 13.4, p , 0.005; target presence, F(1, 22)¼
25.3, p , 0.001; display size, F(3, 66)¼4.6, p , 0.01; and
task, F(1, 22)¼ 55.6, p , 0.001. These indicate greater
error rates with conjunction than with nonconjunction
distractors (3.1% vs. 1.9%), on target-present than on
target-absent trials (3.4% vs. 1.6%), and in the experi-
mental task than in the control task (2.8% vs. 2.2%), as
well as increasing error rates as a function of display
size, except for a dip with five-item displays (2.4%, 1.8%,
2.7%, and 2.9% with display sizes of 3, 5, 7, and 9,
respectively). The two-way Target presence 3 Task
interaction was significant, F(1, 22)¼ 5.0, p , 0.001,
indicating that the effect of target presence was greater

in the experimental than in the control task (effect size of
2.5% vs. 1.0%). The significant Display size 3 Task
interaction, F(3, 66)¼ 3.7, p , 0.05, shows that the
pattern of error rates as a function of display size varied
according to task (roughly, increasing with display size
for the experimental task and trending irregularly
downward with increasing display size for the control
task). There were significant two-way interactions of
Distractors3 Display size, F(3, 66)¼ 3.5, p , 0.05, and
Target presence 3 Display size, F(3, 66)¼ 11.3, p ,
0.001, but they were qualified by the three-way
Distractors3Target presence3Display size interaction,
F(3, 66)¼ 3.2, p , 0.05.
Target-present trials: Simple effects of this interaction
showed, for target-present trials, a significant main
effect of display size, F(3, 66) ¼ 8.6, p , 0.001, and a
Distractors 3 Display size interaction, F(3, 66)¼ 4.2, p
, 0.01. The latter interaction indicates that the pattern
of roughly increasing error rates with display size on
target-present trials was of a greater magnitude with
conjunction than nonconjunction distractors.
Target-absent trials: On target-absent trials, only the
main effects of distractors, F(1, 22)¼ 13.9, p , 0.005,
and display size, F(3, 66) ¼ 8.7, p , 0.001, were
significant. Error rates were greater with conjunction
than nonconjunction distractors (2.4% vs. 0.8%), and
they decreased slightly with increasing display size (see
Figure 7).

Between-experiments contrasts

An important issue Experiment 4 was designed to
address is whether a radical reduction of depth cues
relative to those used in Experiment 3 leads to a
magnification of the surface-conjunction effect. The
results clearly falsify this hypothesis. Thus, an addi-
tional analysis of correct RTs was conducted to
determine whether the magnitude of the surface-
conjunction effect demonstrated in Experiment 3 and 4
differs across experiments. This analysis involved the
within-subject factors of distractors, target presence,
and display size, and the between-subjects factors of
task and experiment. To demonstrate that the magni-
tude of the surface-conjunction effect differs across
experiments, what would be required is a significant
interaction that jointly involves the factors of distrac-
tors, task, and group. None of the interactions jointly
involving these factors was significant (all ps , 0.05). A
similar contrast between Experiments 2 and 4 was
performed with the same outcome.

Discussion

The results of Experiment 4 provide an additional
replication of the surface-conjunction effect demon-

Journal of Vision (2019) 19(11):6, 1–23 Arguin et al. 18

Downloaded from iovs.arvojournals.org on 05/14/2021



strated in Experiments 2 and 3. Thus, correct RTs and
the effect of display size on RTs were greater in the
conjunction than in the nonconjunction condition, and
these effects had a greater magnitude in the experi-
mental than in the control task (Experiments 4a vs 4b).

An additional finding from Experiment 4 is that a
major reduction in the depth information available
does not alter the magnitude of the performance cost
associated with the conjunction condition compared to
stimulus displays that were notably richer with respect
to the available depth cues, such as we used in
Experiments 2 and 3.

These observations indicate that the surface-based
code mediating the surface-conjunction effect demon-
strated here disregards depth information, and that the
occurrence of this phenomenon is unaltered by the
manipulations of the richness of depth cues that were
performed here.

General discussion

We used the visual-search task to assess the validity
of surfaces as elementary features for shape represen-
tation in humans and to determine the sensitivity of this
code to depth information. In all experiments, we
contrasted a condition where the visible surfaces of the
target were a conjunction of distractor surfaces
(conjunction condition) to another where target sur-
faces were unique in the display (nonconjunction
condition). Crucially, given the triple-control measures
applied here to match target/distractor similarities
across conditions (see Discussion under Experiment 1
and Method under Experiments 2 and 4), the present
assessment of a surface-conjunction effect is protected
against any artifact pertaining to a potential mismatch
across conditions in the discriminability of the target
against individual distractors. This means that any
performance difference across conditions must be
attributable to whether the target is made of a
conjunction of distractor surfaces or not.

In all experiments assessing the surface-conjunction
effect (Experiments 2–4), visual-search performance
was poorer when the target was a conjunction of
distractor surfaces than when it was not. This poorer
performance was manifest in terms of slower search
rates and greater RTs, which we demonstrated in all
experiments. The analysis of error rates failed to show
any relevant evidence for or against the hypothesis of a
surface-based code for shape representation. Overall
then, the present findings support the notion of a
surface-based code for shape representation. Thus,
under this code, a conjunction target in our experi-
ments had no unique property in the display and its
reliable detection required the integration of two or

more surfaces, thereby leading to a performance cost
relative to the nonconjunction condition. Something
that may be noted regarding the present demonstration
is that it is based on a limited number of stimuli. Future
research interested in the issue should aim at multi-
plying the number of different stimulus instances that
are used to assess the application of a surface-based
code to represent shape in human vision. This concern
however, is mitigated by the fact that a number of other
studies using different tasks and a large variety of
stimuli have also reported potent evidence in support of
a surface code (Leek et al., 2005; Leek et al., 2008; Leek
et al., 2018; Reppa et al., 2015; Reppa & Leek, 2019).

In addition to providing evidence for a surface-based
code for shape representation, the present study also
contributes to specifying the properties of this code.
Specifically, the present data indicate that the surface
code appears to be blind to depth and to exclusively
represent shape in terms of 2-D information. Thus,
Experiments 2–4 show that the surface-conjunction
effect occurs even though the surfaces shared between
the target and distractors in the 2-D image are not so in
their 3-D instantiation. Congruently with a 2-D-only
surface code, the latter result is completely maintained
if rich depth information is offered by the stimuli. Thus,
the surface-conjunction effect with realistically ren-
dered stimuli with stereoscopic depth and surface
texture is just as great as, or greater than, if stimuli are
impoverished with respect to depth information (with-
out stereo or texture).

These observations are congruent with a surface-
based shape representation in midlevel vision, such as
described by Leek et al. (2005; for a related theory, see
also Ullman, 2007; Ullman & Bart, 2004; Ullman et al.,
2002; for implementations of surface-based models in
computer vision, see Ashbrook et al., 1998; Barrow &
Tenenbaum, 1981; Fan et al., 1989; Faugeras et al.,
1983; Fisher, 1989; Lee & Park, 2002; Potmesil, 1983).
According to this view, contours (regardless of the
property that defines them) serve to segment an object
into its visible surfaces, which are defined as 2-D edge-
bounded polygons.

The notion of a surface-based code for shape
representation may be implemented in the context of
different theories of high-level visual shape perception.
For instance, a surface code could be accommodated
by image-based theories (e.g., Riesenhuber & Poggio,
2002; Tarr & Bülthoff, 1998), provided that they
assume some degree of structure in the representation
that is compatible with surfaces as one of its elementary
units. At the opposite end of the theoretical spectrum,
the present evidence may also be compatible with
structural description theories. For instance, a com-
monly neglected aspect of Biederman’s theory of
recognition by components is its assumption that 2-D
surfaces are part of the elementary units for shape
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representation, in addition to volumetric units (i.e.,
geons; Biederman, 1987; Hummel, 2001). If it is
assumed that a 2-D surface-based code may be derived
even for objects with a clear 3-D aspect which can also
be represented in terms of volumetric primitives (as in
the present experiments; see also Leek et al., 2005; Leek
et al., 2008; Leek et al., 2018; Reppa et al., 2015; Reppa
& Leek, 2019), then this theory would be congruent
with the present findings.

More broadly speaking, given the insensitivity of the
surface-based code demonstrated here, it is rather
evident that it must be supplemented by some other
mode(s) of shape representation capable of integrating
depth information. Indeed, as noted in the Introduc-
tion, several demonstrations that depth information
has a profound effect on shape perception have been
reported (Aubin & Arguin, 2014; Bennett & Vuong,
2006; Blais et al., 2009; Burke, 2005; Burke et al., 2007;
Cristino et al., 2015; Hong Liu et al., 2006; Lee &
Saunders, 2011). Most relevant here, Blais et al. (2009)
provided evidence that a particular stage of shape
representation, which appears to code shape in terms of
a structural description, can use depth information to
render its representations invariant to both 2-D and 3-
D rotations. This study used the visual-search task and
assessed the performance costs occurring when the
global shape properties of elongation and curvature
that defined the target either were shared with
distractors (conjunction effect) or had a value midway
between those of distractors (linear nonseparability
effect). Across several experiments, the results indicate
that the shape representations underlying those con-
junction and linear nonseparability effects are rotation-
invariant provided that the depth information offered
by the stimuli is sufficient.

Taken together, these investigations point to at least
two distinct modes for shape representation (see also
Foster & Gilson, 2002). We suggest that an important
goal of future studies would be to further investigate
these two representation modes together in the context
of the same experiments to determine their concurrent
use by the human visual system.

Conclusions

Our study of the shape conjunction effect in the
visual-search task provides results in support of a 2-D
surface-based code contributing to shape perception at
an intermediate level of processing. Under this code,
shapes are represented in terms of collections of 2-D
edge-bounded polygons (i.e., surfaces). Considered in
the larger context of the literature on shape perception,
the present findings may be taken as evidence for one
arm of a dual or multiple mode of shape representation
in human vision.

Keywords: visual shape perception, depth information
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