Validation of Optical Coherence Tomography Retinal Segmentation in Neurodegenerative Disease
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Purpose: This study assessed agreement between an automated spectral-domain optical coherence tomography (SD-OCT) retinal segmentation software and manually corrected segmentation to validate its use in a prospective clinical study of neurodegenerative diseases (NDD).

Methods: The sample comprised 30 subjects with NDD, including vascular cognitive impairment, frontotemporal dementia, Parkinson’s disease, and Alzheimer’s disease. Macular SD-OCT scans were acquired and segmented using Heidelberg Spectralis. For the central foveal B scan of each eye, eight segmentation lines were examined to determine the proportion of each line that the software erroneously delineated. Errors in four lines were manually corrected in all B scans spanning a 6-mm circle centered on the foveola. Mean volume and thickness measurements for four retinal layers (total retina, retinal nerve fiber layer [RNFL], inner retinal layers, and outer retinal layers) were obtained before and after correction.

Results: The outer plexiform layer line had one of the lowest mean error ratios (2%), while RNFL had the highest (23%). Agreement between automated software and trained observer was excellent (ICC > 0.98) for retinal thickness and volume of all layers. Mean volume differences between software and observers for the four layers ranged from −0.003 to 0.006 mm³. Mean thickness differences ranged from −1.855 to 1.859 μm.

Conclusions: Despite occasional small errors in software-generated retinal sublayer segmentation, agreement was excellent between software-derived and observer-corrected mean volume and thickness sublayer measurements.

Translational Relevance: Automated SD-OCT segmentation software generates valid measurements of retinal layer volume and thickness in NDD subjects, thereby avoiding the need to manually correct nonobvious delineation errors.
Introduction

Spectral-domain optical coherence tomography (SD-OCT), also known as Fourier-domain OCT, has revolutionized the clinical management of many retinal and ocular diseases, such as diabetic macular edema, age-related macular degeneration (AMD), and glaucoma.1–3 SD-OCT is capable of detecting previously irresolvable retinal structures in the living human eye and commercially available SD-OCTs are now able to detect change in thickness as small as 1 μm.4 This permits visualization of the retinal sublayers. Mean thickness and volume can be determined for predefined sectors of each retinal sublayer in the SD-OCT image. The objective evaluation of retinal and optic nerve morphology, the relatively high sensitivity to detect change in morphology compared with subjective clinical evaluation, the speed of acquisition, and the relatively low cost of running the technology has made SD-OCT a common investigative technique in eye care clinics and hospital ophthalmology units worldwide, especially for the evaluation of the optic nerve head in patients with glaucoma and of retinal thickness in patients with maculopathies.

SD-OCT may also have a role as a surrogate biomarker to assess neurodegenerative disease (NDD) because the death of cortical cells is suggested to trigger retinal ganglion cell death, or vice versa.5 A number of relatively small cross-sectional studies have found retinal thinning in Parkinson’s Disease (PD) and Alzheimer’s Disease (AD).6–9 The retinal nerve fiber layer (RNFL) in particular appears to be thinned (compared with controls or other comparison groups) and this has been thought to reflect retinal ganglion cell death secondary to the retrograde degeneration of the cortical neurons.8,10 In addition, the thickness of the neural retina has been shown to correlate with reduction in cortical gray matter volume in patients with early-onset AD.11 Current clinical tests for the assessment of NDDs typically offer low specificity and sensitivity, and are often reliant upon subjective evaluation or clinical intuition.12,13 With the result that diagnosis can rely upon a positive response to Levodopa-therapy or upon a definitive decline in functional outcome measures over a short period of time. There is a dire need for the development of noninvasive objective tools to improve the clinical management of people with NDD. An absence of objective tests with high sensitivity and specificity to noninvasively categorize and detect change has been identified as a barrier to the development of new treatments of NDD.14

The Ontario Neurodegenerative Disease Research Initiative (ONDRI) is a province-wide research collaboration studying diseases that can result in dementia and how to improve the diagnosis and treatment of NDD, including subjects with AD and PD, with over 600 participants recruited across 13 clinical sites.15 In the ONDRI experimental design, thickness of RNFL and other retinal layers measured by SD-OCT is incorporated as an outcome measure. As well as analysis of retinal layers in the ONDRI disease cohorts, it is important to validate the agreement of the automated retinal sublayer segmentation software with manually corrected data in this cohort. Recent work by Ctori and Huntjens16 showed excellent repeatability and reproducibility with the SD-OCT sublayer segmentation software in young, healthy controls. Krebs et al.,17 however, found SD-OCT sublayer segmentation errors that were described as “clinically relevant” in approximately one-third of their AMD cohort. To our knowledge, no previous study has systematically evaluated the segmentation software in participants with NDD. Therefore, the main objective of this study was to validate the retinal sublayer SD-OCT segmentation software in patients with these diseases. By studying the effect that small segmentation errors have on retinal sublayer thickness and volume, a basis for the analysis requirements of SD-OCT images acquired as part of the ONDRI protocol can be established.

Materials and Methods

Data Collection and Image Selection

This cross-sectional, single-center study evaluated the SD-OCT images of 30 participants with one of the following NDD: vascular cognitive impairment (VCI; n = 13), frontotemporal dementia (FTD; n = 6), PD (n = 6), and AD/mild cognitive impairment (AD/MCI; n = 5). Participants were recruited from the Toronto Western Hospital15 between September 2015 and August 2016. Participants provided informed consent to participate in this study. The study protocol followed the tenets of the Declaration of Helsinki and was approved by the institutional review boards at the University of Western Ontario, University Health Network, University of Toronto, and the University of Waterloo.

General inclusion and exclusion criteria are outlined in the ONDRI protocol.15 Specific ocular
Exclusion criteria were as follows: intraocular pressure (IOP) greater than 22 mm Hg in either eye, IOP difference greater than 5 mm Hg between eyes, optic nerve head cup-to-disc ratio (C/D) greater than or equal to 0.7, C/D asymmetry greater than 0.2, presence of a disc hemorrhage or neuroretinal rim notch in either eye, and wet AMD in either eye.

Participants underwent SD-OCT imaging using the Heidelberg Spectralis HRA + OCT, acquisition software version 6.0.13.0 (Heidelberg Engineering GmbH, Heidelberg, Germany). The preset Posterior Pole Scan Protocol was used, with scan fixation on the fovea. This protocol used a 30° horizontal × 25° vertical volume scan in high-speed mode, which included 768 A scans per B scan, and 61 B scans. For each eye, three images were acquired by a trained ophthalmic technician at the Kensington Eye Institute (Department of Ophthalmology and Vision Sciences, Toronto, ON).

Scans were automatically segmented using the Heidelberg Eye Explorer software (HEYEX version 6.3.4.0). One eye of each participant was randomly selected for analysis. One reference scan was chosen for analysis from the three that were acquired where the segmentation at initial evaluation was devoid of any obvious errors. Examples of obvious errors are those that were visible on quick inspection due to image acquisition errors (e.g., the inner limiting membrane [ILM] boundary following a hyperreflective vitreous base instead of the ILM) or pathology (e.g., the ILM boundary following an epiretinal membrane [ERM] instead of the ILM). The chosen scans also were required to have a quality score of at least 20 and automatic real time (ART) value of at least 9. All measurements in this study were obtained using HEYEX.

**Part 1: Frequency of Segmentation Line Error**

On the central foveal scan for each eye, the length of eight boundary lines (ILM, retinal nerve fiber layer [RNFL], inner plexiform layer [IPL], inner nuclear layer [INL], outer plexiform layer [OPL], external limiting membrane [ELM], retinal pigment epithelium [RPE], and Bruch’s membrane [BM]; Fig. 1) was measured by one of two trained observers (BW and RC) using a straight line (the measurement line) drawn from the nasal to temporal edges of each segmentation line. For all the segmentation lines in a given B scan, the end points of the measurement line were defined as the temporal and nasal locations at which all the boundary lines were correctly identified by the automated software. The proportion of the boundary line that deviated from what was deemed to be correct by a trained observer (Fig. 1) was also measured. The lengths of measured errors for each segmentation line were summed, then the sum was divided by the total length of the initially drawn line to acquire an “error ratio” (%) for the segmentation line of interest:

\[
\text{Error Ratio} = \left( \frac{\text{Sum of length of errors}}{\text{Total length of segmentation line}} \right) \times 100
\]

The mean, median, and range of error ratios were then calculated for each boundary line. Pairwise Wilcoxon rank sum tests with Holm-Bonferroni probability adjustment were performed for each group of lines to determine if there were differences in error ratios between NDD groups.
After automatic segmentation of the retinal layers by the Spectralis software, a grid with concentric circles of 1-, 3-, and 6-mm diameters was centered on the fovea (Fig. 2). Volume and average thickness measurements were obtained for the full retina plus each individual retinal layer inside each of the nine Early Treatment Diabetic Retinopathy Study (ETDRS) 1-, 3-, and 6-mm grid sectors. For each image, one of two trained observers (BW and RC) manually corrected erroneous portions of ILM, RNFL, OPL, and BM boundary lines in all cross-sectional B scans enclosed by the ETDRS grid, plus one scan immediately superior and inferior to the grid. The number of B scans manually corrected for each eye ranged from 55 to 57 depending on the dimensions of the eye.

After manual correction, volume and average thickness measurements were obtained for the total retina (full thickness between ILM and BM segmentation lines) and each individual retinal layer inside the nine sectors of the grid. Volume and average thickness for both the software-generated and manually corrected scans were then calculated for the following layers in each sector as follows: (1) total retina, (2) RNFL, (3) inner retinal layers (IRL; sum of values of RNFL, ganglion cell layer [GCL], IPL, INL, and OPL), and (4) outer retinal layers (ORL; difference of total retina minus all inner retinal layers). Figure 3 illustrates how these layers are defined on a B scan.

Intraclass correlation coefficients (ICC) and Bland-Altman analyses were used to determine the differences in volume and average thickness of retinal layers from scans segmented by the automated software versus manual correction by the trained observers (R software R studio version 1.0.316; The R project for Statistical Computing, Vienna, Austria). Macula SD-OCT images comparing measurements before and after manual correction are shown in Figure 2.

**Figure 2.** ETDRS grid with concentric circles of 1-, 3-, and 6-mm diameters overlaid on the en face image of a macula (right eye, OD) showing measurements (a) before and (b) after manual correction. The color-scaled images display a thickness map of the macula, while the adjacent grid contains the volume (red) and average thickness (black) of each macular sector. In this eye, the nasal inner and nasal outer sectors have reduced total retinal thickness and volume after manual correction of the segmentation lines.

**Part 2: Agreement Between Software-Derived and Trained Observer-Derived Volume and Thickness Values**

**Figure 3.** Foveal B scan showing the retinal layers of interest in this study. Total retina is measured from the ILM to the BM; IRL is a sum of the measurements of RNFL, GCL, IPL, INL, and OPL; ORL is the difference of the total retina minus the IRL.
Table 1. Mean and Median Error Ratios (no Units) for Segmentation Lines From Each Neurodegenerative Disease Group

Summary of Line Segmentation Data by Disease Group

<table>
<thead>
<tr>
<th>Boundary</th>
<th>AD (n = 5)</th>
<th>FTD (n = 6)</th>
<th>PD (n = 6)</th>
<th>VCI (n = 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
<td>Range [Min, Max]</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>ILM</td>
<td>0.13 (0.13)</td>
<td>0.11</td>
<td>[0.00, 0.34]</td>
<td>0.12 (0.06)</td>
</tr>
<tr>
<td>RNFL</td>
<td>0.15 (0.11)</td>
<td>0.13</td>
<td>[0.04, 0.33]</td>
<td>0.23 (0.14)</td>
</tr>
<tr>
<td>IPL</td>
<td>0.05 (0.05)</td>
<td>0.03</td>
<td>[0.00, 0.14]</td>
<td>0.04 (0.02)</td>
</tr>
<tr>
<td>INL</td>
<td>0.10 (0.02)</td>
<td>0.11</td>
<td>[0.08, 0.13]</td>
<td>0.07 (0.04)</td>
</tr>
<tr>
<td>OPL</td>
<td>0.02 (0.04)</td>
<td>0.00</td>
<td>[0.00, 0.09]</td>
<td>0.06 (0.05)</td>
</tr>
<tr>
<td>ELM</td>
<td>0.10 (0.02)</td>
<td>0.11</td>
<td>[0.07, 0.12]</td>
<td>0.12 (0.07)</td>
</tr>
<tr>
<td>RPE</td>
<td>0.13 (0.16)</td>
<td>0.04</td>
<td>[0.00, 0.35]</td>
<td>0.06 (0.11)</td>
</tr>
<tr>
<td>BM</td>
<td>0.06 (0.02)</td>
<td>0.05</td>
<td>[0.04, 0.09]</td>
<td>0.07 (0.05)</td>
</tr>
</tbody>
</table>

Table 1. Extended

Summary of Line Segmentation Data by Disease Group

<table>
<thead>
<tr>
<th>Boundary</th>
<th>PD (n = 6)</th>
<th>VCI (n = 13)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median</td>
</tr>
<tr>
<td>ILM</td>
<td>0.20 (0.11)</td>
<td>0.18</td>
</tr>
<tr>
<td>RNFL</td>
<td>0.17 (0.18)</td>
<td>0.10</td>
</tr>
<tr>
<td>IPL</td>
<td>0.07 (0.04)</td>
<td>0.08</td>
</tr>
<tr>
<td>INL</td>
<td>0.08 (0.06)</td>
<td>0.06</td>
</tr>
<tr>
<td>OPL</td>
<td>0.04 (0.03)</td>
<td>0.03</td>
</tr>
<tr>
<td>ELM</td>
<td>0.09 (0.09)</td>
<td>0.05</td>
</tr>
<tr>
<td>RPE</td>
<td>0.22 (0.16)</td>
<td>0.21</td>
</tr>
<tr>
<td>BM</td>
<td>0.21 (0.25)</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Results

Part 1: Frequency of Segmentation Line Error

Table 1 summarizes the error ratios of the eight segmentation lines in each disease group. The ILM segmentation line had one of the highest mean error ratios across all four NDD groups, at 13% for AD, 12% for FTD, 20% for PD, and 19% for VCI. RPE was also found to have relatively high mean error ratios compared with the other boundary lines, at 13% for AD, 22% for PD, and 18% for VCI. In the AD and FTD groups, the highest ratio was found with the RNFL line, at 15% and 23%, respectively.

Compared with other segmentation lines, OPL was found to have the lowest mean ratio for AD (2%), PD (4%), and VCI groups (5%), and second lowest for FTD (6%). IPL had low ratios for FTD (4%), AD (5%), PD (7%), and VCI (9%). BM had low error ratios for most NDD groups, with 6% for AD, 7% for FTD, 10% for VCI, although it had one of the highest ratios in the PD group (21%).

Pairwise Wilcoxon rank sum tests with Holm-Bonferroni probability adjustment comparing boundary error rates across the four disease groups showed that any observable boundary error rate variability was not statistically significant.

Part 2: Agreement Between Software-Derived and Trained Observer-Derived Volume and Thickness Values

Based on ICC analyses, there was excellent agreement between trained observer-derived and software-derived total retinal volume (0.999) and thickness (0.996), RNFL volume (0.998) and thickness (0.978), IRL volume (0.999) and thickness...
Bland-Altman Plots (Figs. 4, 5) illustrate the mean differences (software generated – manual generated) in volume of 0.003, 0.001, 0.006, and -0.003 mm³, respectively, for total retina, RNFL, IRL, and ORL. Respective mean differences in thickness between software and observers for the four above groups of layers were 0.367, 0.492, 1.855, and -1.488 μm. Table 3 illustrates the 95% limits of agreement for the nine sectors of the ETDRS grid for each group of retinal layers.

Analyzing volume by individual macular sectors, the nasal outer and superior outer sectors showed

Figure 4. Bland-Altman plots illustrating the difference (automated – observer) in volume versus the mean ([automated + observer] / 2) volume for automated delineation and manual correction of retinal segmentation lines for (a) total retina, (b) RNFL, (c) IRL, and (d) ORL. (0.991), and ORL volume (0.999) and thickness (0.979) (Table 2).
the largest range of limits of agreement for the total retina, RNFL, and IRL layers. For the ORL, the largest range of limits of agreement were found in the superior outer and inferior outer sectors. With respect to average thickness, the nasal outer sector, followed by central macula, showed the largest range of limits of agreement for total retina and IRL. For RNFL, the nasal outer sector also had the highest range, followed by the temporal inner sector. For ORL, the highest ranges were found in the central macula, followed by the temporal inner sector.

Figure 5. Bland-Altman plots illustrating the difference (automated — observer) in thickness versus the mean ([automated + observer] / 2) thickness for automated delineation and manual correction of retinal segmentation lines for (a) total retina, (b) RNFL, (c) IRL, and (d) ORL.


### Table 2. ICC Values Illustrating Agreement Between Automated Software Versus Manual Correction

<table>
<thead>
<tr>
<th>Layer</th>
<th>Volume</th>
<th>Average Thickness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total retina</td>
<td>0.999</td>
<td>0.996</td>
</tr>
<tr>
<td>RNFL</td>
<td>0.998</td>
<td>0.978</td>
</tr>
<tr>
<td>IRL</td>
<td>0.999</td>
<td>0.991</td>
</tr>
<tr>
<td>ORL</td>
<td>0.999</td>
<td>0.979</td>
</tr>
</tbody>
</table>

### Discussion

For SD-OCT to be clinically useful for the assessment of retinal morphology in NDD, it is essential to ensure that segmentation software is valid when compared with expert human assessment. In this study, we assessed both the segmentation agreement of the automated Spectralis software for eight boundary lines and the agreement between trained observer–derived and automated software–derived volume and thickness of retinal layers in the macula. In part 1 of the study, the highest mean error ratios were observed with the ILM, RNFL, and RPE segmentation lines, which means that the automated software delineated those boundary lines with errors more frequently than other lines. In part 2 of the study, we found excellent agreement between software generated and manually corrected retinal thickness and volume outcomes. Although the error ratios for some lines were as high as 0.23 (RNFL/FTD), excellent agreement between software and observer indicates that the small-scale segmentation errors do not have a large effect on the final measurements of the layers. Interestingly, the RPE line (22%) and the BM line (21%) were relatively high in the PD group.

### Table 3. Limits of Agreement for Volume and Average Thickness in Each Sector of the 6-mm Macular Grid Between Scans That Had Automated Delineated Lines Versus Manually Corrected Lines

<table>
<thead>
<tr>
<th>Layer</th>
<th>Full</th>
<th>Central Macula</th>
<th>Superior Inner</th>
<th>Temporal Inner</th>
<th>Inferior Inner</th>
<th>Nasal Inner</th>
<th>Superior Outer</th>
<th>Temporal Outer</th>
<th>Inferior Outer</th>
<th>Nasal Outer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume, mm³</td>
<td>0.095</td>
<td>±0.007</td>
<td>±0.010</td>
<td>±0.005</td>
<td>±0.006</td>
<td>±0.010</td>
<td>±0.019</td>
<td>±0.010</td>
<td>±0.015</td>
<td>±0.055</td>
</tr>
<tr>
<td>RNFL</td>
<td>±0.074</td>
<td>±0.004</td>
<td>±0.008</td>
<td>±0.007</td>
<td>±0.010</td>
<td>±0.012</td>
<td>±0.019</td>
<td>±0.012</td>
<td>±0.016</td>
<td>±0.048</td>
</tr>
<tr>
<td>IRL</td>
<td>±0.110</td>
<td>±0.018</td>
<td>±0.014</td>
<td>±0.015</td>
<td>±0.017</td>
<td>±0.016</td>
<td>±0.043</td>
<td>±0.013</td>
<td>±0.023</td>
<td>±0.062</td>
</tr>
<tr>
<td>ORL</td>
<td>±0.041</td>
<td>±0.020</td>
<td>±0.013</td>
<td>±0.017</td>
<td>±0.017</td>
<td>±0.017</td>
<td>±0.039</td>
<td>±0.017</td>
<td>±0.018</td>
<td>±0.017</td>
</tr>
<tr>
<td>Average thickness, μm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
indistinguishable in OCT images. Because the transition point between the GCL and IPL is extremely difficult to discern with current OCT technology, an alternative option for segmentation software could be to combine the two layers and label the resultant layer as the GCL–IPL complex instead, to prevent erroneous measurements for the individual layers.

**Part 2: Agreement Between Software-Derived and Trained Observer-Derived Volume and Thickness Values**

Our finding of excellent agreement between software and trained observer in NDD is in agreement with studies by Loh et al. and Polo et al., which found excellent repeatability and validity of RNFL and total retinal thickness measurements using SD-OCT systems in a NDD population. To the best of our knowledge, our study is the first to analyze the HEYEX software for macular sublayer segmentation in NDD. Cetinkaya et al. found excellent agreement with repeated measurements using the Spectralis HEYEX software on healthy participants for all individual retinal sublayer thickness values. Heussen et al. compared automated software with manual correction in healthy participants, and found that manual correction of inner and outer retinal boundary errors yields mean differences of less than 6 μm, which is similar to the axial resolution of SD-OCT devices. This provides further support for the excellent agreement between software and manual correction that we found in our study.

This study found that the mean difference in total retinal volume between scans segmented by software and trained observer was 0.016 mm³, and the difference in total retinal volume in the central macular sector was 0.0007 mm³. Although no literature to date has discussed the amount of change required to be clinically significant in NDD populations, a study by Tah et al. on 73 eyes with AMD reports that a change in volume of greater than 0.050 mm³ or thickness of greater than 64 μm in the central 1-mm sector is needed to distinguish clinical change from measurement variability. The differences in agreement found in this study are less than the values proposed in the study by Tah et al., and therefore are unlikely to be clinically significant.

Similar to volume differences, the mean differences between software- and observer-generated thickness values were small, with the largest difference being 1.855 μm for the IRL. The mean difference in total retinal thickness in all sectors between software- and observer-corrected data was 0.367 μm. These overall low variabilities are unlikely to be clinically significant given that a normal foveal central subfield thickness is approximately 237 μm and that it is difficult to achieve a precision level better than 5 μm when manually delineating a boundary line using a computer mouse.

The highest variability between software and observer was found with the nasal outer sector for total retina, RNFL, and IRL, likely due to higher variability of thickening of the RNFL as more axons congregate to form the optic nerve. Although the small ERMs caused some automated segmentation errors, our analysis shows that they had little effect on volume or thickness measurements.

The analysis of total retina, RNFL and IRL all showed a positive mean difference (Figs. 4a–c, 5a–c) with a tendency for some points to be above the +1.96 SD confidence limits line, while ORL volume and ORL thickness (Figs. 4d, 5d, respectively) showed a negative mean difference (automated – observer) with a tendency for some individual points to be distributed below the −1.96 SD confidence limits line. This demonstrates a tendency for automated analysis to be greater than observer analysis for total retina, RNFL, and IRL, but lower for ORL. The observation might suggest that there is some bias either by the software or by the human observers, in the delineation of the segmentation of the retinal layers; however, the very high ICC values show that the effect was very small.

This study has some limitations to consider. The method of measuring error ratios of segmentation lines only took into account what proportion of the line was erroneous, but did not evaluate the magnitude or direction of the discrepancy in boundary identification. As a result, a line that has errors of equal magnitude but in opposite directions may not show a significant difference in volume or thickness before versus after correction, even if there actually was a difference. However, the Bland-Altman analysis takes equal and opposite differences into account. Nevertheless, the confidence intervals were narrow. A second limitation was that we only included images without obvious delineation errors from the automated software resulting from retinal pathologies or acquisition errors. However, our conclusions that the automated software is in excellent agreement with trained observers remains valid on condition that images with obvious errors are manually corrected.

A third limitation is that although participants with wet AMD were excluded in this study, some participants had small drusen that could have disrupted the segmentation for the RPE
line. Despite these small drusen, the agreement found between software versus observer-derived volume and thickness measurements was still excellent. Finally, the methodology dictated that the automated segmentation analysis was always conducted first and then the manual correction was undertaken from that starting point. Although it might be interesting to examine expert-defined retinal segmentation performance without the initial advantage of starting with the automated segmentation, this never was the aim of the study.

Our findings indicate that in those SD-OCT images without obvious delineation errors, the SD-OCT software can validly measure retinal thickness and volume. Because each make of SD-OCT instrument has different properties, such as software segmentation algorithm, axial resolution, and signal-to-noise ratio, the results from this study apply specifically to the Heidelberg Spectralis SD-OCT but also have a level of general relevance. Future studies should assess the validity of the segmentation software for each individual retinal layer in order to investigate subtler potential neurodegenerative changes.

Future longitudinal analyses of retinal layer volume and thickness in the NDD cohorts, including those in the ONDRI study, can be performed efficiently using automated segmentation software, with the knowledge that in the absence of obvious delineation errors, manual correction is not required to yield valid measurements.
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