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In 2018 Mark Zuckerberg contended: ‘In a lot of ways Facebook is more like a government than a traditional company.’1 Similarly, in 2019 Microsoft President Brad Smith mused: ‘We, as a global technology sector, need to become a trusted and neutral digital Switzerland.’2 While corporate posturing is an element in these statements, the digital platforms were claiming or aspiring to exercise a form of sovereignty alongside the state. In this article we attempt to understand how the power of digital platforms challenges traditional conceptions of state sovereignty. We argue that the challenge arises from the power of what we define as the ‘virtual sovereignty’ of the digital platforms in the United States. They possess virtual sovereignty through their commercial development of and control over critical software and hardware, and the consequent effects on human behaviour. Our aim is to consider how sovereignty and power in the US might be reconceptualized to accommodate new socio-technical spaces created by the internet and mediated by digital platforms. Virtual sovereignty refers to the digital platforms’ acquisition of ‘infrastructural’ power, which is a defining feature of state sovereignty, in the evolving virtual territories of our digital age.

Private US internet capital and digital platforms such as Alphabet (of which Google is a subsidiary), Meta, Amazon, Apple and Microsoft are acquiring forms of infrastructural power exercised traditionally by the US state. As understood by Weiss and Thurbon, as well as Mann, infrastructural power comprises: (1) extractive power, which is the capacity to permeate society, and extract and deploy resources with social consent and legitimacy. Importantly, extractive capacity comprises the extraction of both material and human resources, including for
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example, ‘mobilizing support for defensive and aggressive military action’; and (2) transformative power, which is the capacity to initiate, sponsor and harness substantial technological innovation for state benefit. We argue that these digital actors are acquiring infrastructural power in critical internet technologies. Eichensehr’s work on ‘supplemental sovereigns’ and Pasquale’s consideration of internet companies as ‘merchant sovereigns’ point to messy, layered power relations among digital platforms and the state. We aim to clarify some of these messy relationships by describing the respective roles of and relationships between digital platforms and state sovereignty. This article locates virtual sovereignty and the social sources of infrastructural power in the hardware and software of the digital stack: the stack being the aggregated layers of digital infrastructure comprising the human–computer interface, terrestrial sensors, local digital cellular and regional communications networks, internet gateways including subsea cables, landing points and satellite systems, and geospatial value, resource and supply chains. The stack combines human, societal, computational and physical forms. We use a heterodox social science approach to the social construction of technology, which enables us to understand sovereignty, power and infrastructure in a more holistically, socio-technically informed manner, while eschewing the linearity of technological determinism.

Sovereignty and power are contested concepts, and their examination in the digital stack is hampered by its opacity and amorphous nature. Our purpose is to initiate a study of virtual sovereignty by focusing on the United States and the challenges to its relatively open system. The US is an obvious choice of location to begin this study because of the origins of the digital platforms in Silicon Valley. In 2019, five of the top ten global digital platforms were headquartered in the United States. As Barrinha and Renard argue, while there has been some erosion of US dominance, the global internet’s root servers remain predominantly American.

Public and private power in the United States are not binary opposites. The exercise of infrastructural power by the digital platforms does not necessarily mean a commensurate decline in state capacity. The generation and exercise of extractive and transformative power are not zero-sum games. Networks of public and private power are dynamic and fluid, or ‘messy’. Private infrastructural
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power also accrues with the active support, or acquiescence, of the state, though such power is not always exercised by the digital platforms in the interest of US national security, especially if commercial interests are threatened.\textsuperscript{11} Our argument is simply that private internet capital in the United States opens new vistas in virtual spaces for the exercise by digital platforms of the infrastructural power more usually exercised by the sovereign state.

Our initial assessment is that the role played by the digital platforms via the digital stack has implications for the US state’s capacity to exercise what Weiss and Thurbon call ‘structural power’ in the national interest.\textsuperscript{12} They define ‘structural power’ as the state’s capacity to project power internationally, or the ‘outward facing’ manifestation of domestic infrastructural power.\textsuperscript{13} Beyond the focus of our study, one possible geopolitical implication of any manifestations of ‘virtual sovereignty’ may be the effect on the US state’s capacity to engage in great power competition and strategic rivalry with near-peer competitors, such as China. US state power may fracture because domestic and foreign domestic actors use digital platforms in support of commercial or otherwise hostile strategic interests. 

The article proceeds below in five sections. First, we examine some of the classic International Relations literature on state sovereignty and power, using Jackson’s and Krasner’s work on authority, legitimacy, power and control in territorial space.\textsuperscript{15} Second, we draw on the work of Mann, and Weiss and Thurbon, on infrastructural power to propose the emergence of virtual sovereignty in the United States.\textsuperscript{16} Third, we illustrate how US digital platforms may acquire sovereignty powers across the virtual territories of the digital landscape by exercising aspects of infrastructural power defined previously as the prerogative of the sovereign territorial state. We compare the infrastructural power of private internet capital, via its control over software and hardware, which creates the digital stack, with that exercised historically by the US state. A type of ‘virtual sovereignty’ is exercised through the digital platforms’ largely unregulated control over the curation of thought and behaviour via their algorithms and commercialization of
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big data. Fourth, we reflect on whether private internet capital may exercise some form of transformative power because of the US state’s arguably diminishing role in leading technological innovation and development in the national economy. Fifth, we review the claims of the digital platforms that exhibit signs of virtual sovereignty. We conclude that while private internet capital and digital platforms in the United States acquire considerable power to shape individual thought and behaviour, facilitate cross-border flows of ‘fintech’ and acquire some aspects of transformative economic power, questions about the legitimacy and recognition of their ‘virtual sovereignty’ remain unanswered.

Sovereignty

Here we engage with Jackson’s conceptualization of sovereignty as comprising authority, rights and the power to control within a territorially bounded state. Historical time and place have implications for the realization of sovereign attributes. Sovereign authority and power were reconsidered as a consequence of European integration, for example, producing post-traditional and pluralist conceptions of sovereignty. Similarly, our purpose is to consider whether the power of the digital platforms in the United States demonstrate some attributes of the sovereign.

Jackson observed that though sovereignty has been a much contested concept, it comprises views of authority and rights, and of power and capability. He argues that these basic components are complemented by international political and legal practices, whereby the government of a territory claims sovereignty which is then recognized by others. Avbelj concludes that traditional definitions of sovereignty are ‘single, absolute, indivisible, territorial and statist’, and are often used normatively to enshrine international stability, as well as to assert a state’s claim to a monopoly over the legitimate use of violence. Krasner argues that sovereignty consists of a ‘bundle of properties’, including territory, recognition, autonomy and control, though few states possess all four attributes. State practice also illustrates that ‘domestic autonomy has frequently been transgressed’. Krasner proposes four typologies of sovereignty: domestic, interdependent, international legal, and Westphalian. As such, the rise of digital platforms in the United States has the potential to extend Krasner’s argument about ‘transgression’ when challenging sovereignty; however, the idea of virtual sovereignty does not fulfil Krasner’s definition of the international legal form of
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sovereignty, which requires legal recognition by other sovereign states or entities in the international system.\textsuperscript{23}

Both Crawford and Beaulac note that the legitimacy of the social contract between ruler and ruled confers authority, whereby the individual bestows authority on the state to rule and provide domestic order in a states-based international system.\textsuperscript{24} If, as Deudney contends, state sovereignty recedes when the legitimacy of the social contract no longer holds in the mind of the individual, then it is remiss not to question whether digital platforms in the United States are assuming some of the authority of the sovereign state.\textsuperscript{25} This question, asked by Crawford, resonates with Deudney’s argument that sovereignty can be located in multiple sites in a polity—a multiplicity which, in the end, has the effect of creating alternative authority structures.\textsuperscript{26} Pluralist, pooled or layered conceptualizations of sovereignty are much discussed in analyses of the shared state and regional sovereignty of European integration.\textsuperscript{27} The question of the acquisition of sovereign authority in the United States by digital platforms warrants similar consideration. Context is important here, too, as the rise of the new geopolitical competition sits alongside the primacy of transnational risk, reinvigorating attention to national politics and the question of the sovereign’s capacity to protect in the new risk context.\textsuperscript{28}

The possession and exercise of authority within a bounded territory are key attributes of sovereignty. Traditionally, territory was delimited largely by land borders, but in 1982 the Indonesian state’s declaration of ‘archipelagic sovereignty’ over its waters was recognized under the United Nations Convention on the Law of the Sea (UNCLOS). What, then, of the nature of ‘virtual territory’ in a digital context? While Mann argued in the 1980s that ‘where states are strong, societies are relatively territorialised and centralised’,\textsuperscript{29} the socio-technical literature on the materiality of new territories created by the critical software and hardware in the digital stack also suggests a question about whether digital platforms exercise some degree of virtual sovereignty. According to Libicki, the technological substrate of digital space consists of a physical layer of machines and networks of communication signals; a syntactic control layer of software, which formats and structures signals for computer systems and networks; and a semantic information repository, where meaning is derived from the electronic signals.\textsuperscript{30} Such critical...
infrastructure comprises what Bratton calls the ‘digital stack’, which ‘refers to a transformation in the technical infrastructure of global systems … which produces new geographies and new territories’. Rogers and Bienvenue, following Bratton, argue that the ‘digital stack’ consists of five layers of aggregated infrastructure from the human–computer interface to the geospatial value and supply chains. The layers act as ‘gateways’ accommodating influential ‘gatekeepers’ who exert power over the flow of information across the ‘digital stack’.

It is possible to imagine that digital platforms acquire infrastructural power as the consequence of a private commercial logic which relies on accumulating and controlling big data by limiting regulation of domestic and global competition beyond weak US anti-trust laws. This commercial logic maximizes global returns on US private equity investment which finances the design and construction of the digital stack’s global software and hardware infrastructure, which is ‘constituted by the relationships between devices as much as the relationships between people’, vanquishing competition and managing consumers for commercial gain. The question, then, is whether the authority of the social contract between the citizen and the state is challenged by the authority of the commercial contract between consumer and digital platform.

The social sources of power

Weiss and Thurbon, and Mann, argue that a state’s extractive and transformative powers enable the sovereign state to determine government policy, provide national security and direct technological innovation. According to Mann, a state’s ability to translate infrastructural power into effective governance is grounded in social consent, and a state’s autonomous power derives from its necessity and the multiplicity of administrative and security functions. Societies where a state’s infrastructural power is exercised consensually are ‘messy’ because they are composed of, in Mann’s words, ‘multiple overlapping and intersecting sociospatial networks of power’. The state possesses the capacity to ‘penetrate civil society and implement its actions across its territories’. Historically, the state grows in potency as the media, through which institutions and communications systems penetrate civil society, become more digitally immersive and pervasive. Lazar takes Mann’s insights a step further, however, by pointing out that, as computational systems intensify power relations, explainability, contestability
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and accountability become more important for the sovereign state’s legitimacy and authority.  

In an era of real-time accumulation and commercialization of big data by digital platforms, the exercise of infrastructural power is not limited to a state’s ‘territorially demarcated’ physical space. The digital stack provides private internet capital with commercial and surveillance opportunities to shape individual choices via algorithmically generated accumulation and sale of big data in real time, often without the knowledge of the consumer and in violation of the individual’s right to privacy. The exponential and unending automated generation of big data enables US digital platforms to intermediate new organizational forms interconnecting networks of private internet capital in virtual territories where competition and state regulation do not operate. As a result, control of open and secure data is moving beyond the US state’s extractive and transformative power, creating a disconnect between what Weiss and Thurbon call the sovereign state’s ‘territorially-centred autonomy’ and, in this case, the digital stack. This suggests that US digital platforms, financed by private internet capital, acquire extractive and transformative capacities ‘both by virtue of, and at the expense of, the US state itself’.  

Cohen argues that the digital economy disrupts how the US state traditionally exercises infrastructural power because it does not control the collection and distribution in real time of algorithmically generated big data:  

[The] locus for those activities is the platform, a site of encounter where interactions are materially and algorithmically intermediated. Platforms—including online marketplaces, desktop and mobile computing environments, social networks, virtual labour exchanges, payment systems, trading systems, and many, many more—have become the sites of ever-increasing amounts of economic activity and also of ever-increasing amounts of social and cultural activity ... [the platforms] are not contiguous physical spaces but rather are defined using protocols, data flows, and algorithms. Both technically and experientially, however, they are clearly demarcated spaces with virtual borders that platforms guard vigilantly.  

As private internet capital seeds the creation and development of innovative and immersive technologies for global citizens, humans are increasingly woven into convergent fabrics of the Internet of Everything (IoE), artificial intelligence (AI) and big data—and, if Meta has its way, the Metaverse—within the spatial webs of the digital stack. Rene and Mapes argue that in this networked, virtual world of augmented and virtual reality, headsets, smart glasses, wearables and sensors, we consumer/citizens will

41 On territorially demarked spaces, see Michael Mann, ‘The autonomous power of the state’, pp. 187–8.  
project our information, ideas, and imaginations into the world around us, weave them into every conversation, displaying them in our cities, in the places we work, learn and live. With intuitively placed information, AI-assisted interaction, cryptographically secure information, and digital payments, a new kind of network is emerging. One where the Web becomes the World.  

If the Web indeed ‘becomes the World’, and given the social origins of power identified by Mann and by Weiss and Thurbon, we are able to suggest that a form of ‘virtual sovereignty’ is coming into existence in the United States because digital platforms exercise features of the state’s infrastructural power. At a minimum, the digital platforms disrupt the ability of the sovereign state to exercise its traditional powers in the United States because of their development and control of the digital stack’s hardware and software. This begs an important question. Have private internet capital and US digital platforms acquired any of the authority, rights or legitimacy of state sovereignty?

**Extractive power: authority, control and the digital platforms**

*Extractive power through critical technologies*

In this section we examine the capacity of corporate actors to exercise authoritative control in the United States via their command of extractive power in the critical infrastructures of the digital stack. The means by which the sovereign state extracts and exercises power, transmits its commands and controls information is increasingly held or shared by private commercial platforms. They create and deploy commercially viable digital software and hardware across layers of the stack’s human–computer interface and geospatial land, subsea and space domains.

Physical infrastructure, such as submarine cables, satellites, cloud storage and bandwidth, is created within global wealth and supply chains consisting of US and non-US private and state-owned companies. In 2021, Google was a major investor in approximately 8.5 per cent of the global network of submarine cables, which extends to more than 1.12 million kilometres. 49 Winseck argues that a ‘consortia’ approach to ownership of the digital infrastructure allowed greater multilateral heterogeneity after the resurgence in global capital flows following on from the 2008 global financial crisis. Private and state-backed tech companies flooded the Indo-Pacific, which hosts the largest number of users and greatest volume of global internet traffic. 50 Owners of the physical infrastructure include Indo-Pacific states, which are financed by both government and private internet capital, often in consortia with US digital platforms such as Google. 51 Meta’s 2Africa cable is financed in conjunction with China Mobile.
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Networks of fibre optic cables (see table 1 below) are part of a new critical infrastructure built largely since 1988. By 2017 the global fibre optic network carried 99 per cent of global internet traffic.\(^52\) The digital platforms’ development and control of vast networks of physical infrastructure often intersected, both positively and negatively, with the geopolitical interests of the state.

Subsea fibre optic cable ownership is a commercial imperative for digital platforms because bandwidth is increasing exponentially to accommodate big data with low latency. Fibre optic cable provides advantages of scale and a network for future technologies.\(^53\) The major users are private commercial content and cloud service providers. New capacity is added when required at considerable cost savings. By 2020 the fibre optic cable network accounted for two-thirds of capacity, largely replacing traditional carriers.\(^54\) Other new high-speed, low-cost global internet connections and storage include Google’s US fibre-based home internet service which sews fast internet coverage into fixed-line internet protocols (IP) and ‘last yards’ (the final distance to the device) connectivity;\(^55\) and Alphabet’s Project Taara, which provides rural and remote wireless data transmission via laser light beams.\(^56\) Digital platforms also extend their authoritative control over the physical infrastructure of the digital stack through a suite of low Earth orbit satellite constellation projects. These include Google’s Space-X project, which consists of 1,000 satellites of different sizes orbiting at varying altitudes,\(^57\) and its 2016 acquisition of Webpass to facilitate better connections between customers and ground stations.\(^58\) In 2020 Amazon announced Federal Communications Commission approval for its Project Kuiper, which consists of a ‘constellation’ of 3,236 low-orbit satellites with low latency.\(^59\)

The private owners of the cloud’s physical infrastructure and platform services are largely big global digital platforms, including Amazon, Microsoft, Google and IBM.\(^60\) US digital platforms reach across the stack, extending their service provision to global financial technology wherever a commercial opportunity arises. In 2020 Apple launched a credit card, while Google announced plans to develop consumer...

**Table 1: Indicative Google and Meta submarine cables, 2022**

<table>
<thead>
<tr>
<th>Google submarine cables</th>
<th>Landing points</th>
<th>Ownership</th>
</tr>
</thead>
<tbody>
<tr>
<td>FASTER</td>
<td>Bandon, OR, US; Chikura and Shima, Japan; Tanshui, Taiwan</td>
<td>Google, KDDI, Singtel, China Telecom, China Mobile, TIME dotCom</td>
</tr>
<tr>
<td>Grace Hopper</td>
<td>Bude, UK; Bellport, US; Bilbao, Spain</td>
<td>Google</td>
</tr>
<tr>
<td>Dunant</td>
<td>Saint-Hilaire-de-Riez, France; Virginia Beach, VA, US</td>
<td>Google</td>
</tr>
<tr>
<td>Havfrue/AEC-2</td>
<td>Wall, NJ, US: Leckanvy, Ire; Kristiansand, Norway; Blaabjerg, Denmark</td>
<td>Aqua Comms, Bulk Infrastructure, Meta, Google</td>
</tr>
<tr>
<td>Pacific Light Cable</td>
<td>El Segundo, CA, US; Toucheng, Taiwan; Baler, Philippines</td>
<td>Google, Meta</td>
</tr>
<tr>
<td>Network proposed</td>
<td>Chikura, Japan; Redondo Beach, CA, US</td>
<td>Telstra, Google, Singtel, KDDI, Airtel (Bharti), TIME dotCom</td>
</tr>
</tbody>
</table>

**Meta submarine cables**

| Amitie                  | Bude, UK; Le Porge, France; Lynn, MA, US | Aqua Comms, Meta, Microsoft, Orange, Vodafone |
| Asian Pacific Gateway   | South Korea-Japan-China-Philippines-Taiwan-Vietnam-Malaysia-Thailand | NTT, China Telecom, China Unicom, Chunghwa Telecom, KT, Starhub, LG Uplus, China Mobile, Viettel Corporation, VNPT International, Meta, TIME dotCom |
| MAREA                   | Virginia Beach, VA, US; Bilbao, Spain | Meta, Microsoft, Telxius |
| 2Africa                 | 16 countries in Africa and 23 countries overall, incl UK, India, Oman | China Mobile, MTN, Meta, Orange, Saudi Telecom, Telecom Egypt, Vodafone and WIOCCUS |
| Echo (ready for service 2023) | Eureka, CA, US; Ngeremlengui, Palau; Agat and Piti, Guam, US; Changi North, Singapore; Tanjung Pakis, Indonesia | Google, Meta |

*Source: TeleGeography, Submarine cable map, 2 March 2022, https://www.submarinecablemap.com; Alan Mauldin, ‘Rising tide’.*
bank accounts. Apple’s replacement of Intel with its own ARM-based processors in 2020 revealed a pattern of corporate consolidation, independent capacity and authoritative control.61

Private US internet capital is highly mobile, financing global digital services and infrastructure where a business case warrants investment. The unprecedented commodification of networks, services and data is largely unregulated, or beyond regulation, by the US state, unlike traditional telecom providers, while the digital platforms reach into every aspect of connectivity and service provision.62 Table 2 shows how Alphabet’s strategic reach evolved across multiple layers of the digital stack, from internet provision to global health services. As Rick Osterloh of Google stated:

If you look across all of Google’s products, from Search to Maps, Gmail to Photos, our mission is to bring a more helpful Google for you. Creating tools that help you increase your knowledge, success, health, and happiness. Now when we apply that mission to hardware and services, it means creating products like … Pixel phones, wearables, laptops, and Nest devices for the home.63

The extractive power of the digital platforms accrues through their network power in the digital stack. Market service diversity and variegation mean that its random yet controlling modular structure constrains ‘outsider options’. This ensures ‘stickiness’ to the network as it evolves globally.64 According to Cohen, the digital stack’s stickiness ‘comprehensively reshapes the conditions of economic exchange’ in rematerialized and legalized terra nullius networks which are not possible in traditional markets.65

Extractive power at the human–computer interface

In 1986 Mann reflected on the ‘invention of new organizational techniques that greatly enhanced the capacity to control peoples and territories’.66 Following on from Mann, Crawford observed that: ‘In ever more areas of life, algorithms are coming to substitute for judgement exercised by identifiable humans who can be held to account’.67 According to Crawford, the capacity of private internet capital to finance digital platforms which shape individual choice and behaviour is not necessarily commensurate with state interests, or the tolerant pluralism, accountability and transparency necessary for a functional liberal democracy.68

65 Cohen, Between truth and power, p. 50.
66 Mann, The sources of social power, p. 3.
Table 2: A selection of Alphabet’s subsidiaries, 2022

<table>
<thead>
<tr>
<th>Alphabet’s subsidiary companies (selection only)</th>
<th>Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calico</td>
<td>Health and biotech</td>
</tr>
<tr>
<td>CapitalG</td>
<td>Finance</td>
</tr>
<tr>
<td>Firebase</td>
<td>App development</td>
</tr>
<tr>
<td>Fitbit</td>
<td>Health and recreation</td>
</tr>
<tr>
<td>Google Youtube</td>
<td>Video-sharing</td>
</tr>
<tr>
<td>Google Search</td>
<td>Internet services</td>
</tr>
<tr>
<td>Google Maps</td>
<td>Internet services</td>
</tr>
<tr>
<td>Google Photos</td>
<td>Internet services</td>
</tr>
<tr>
<td>Google Workspace for Education</td>
<td>Internet services and education</td>
</tr>
<tr>
<td>Google Ads DoubleClick</td>
<td>Ad management, business software and data analytics</td>
</tr>
<tr>
<td>Google Android OS</td>
<td>Operating system</td>
</tr>
<tr>
<td>Google AI</td>
<td>Artificial intelligence</td>
</tr>
<tr>
<td>Google Jigsaw</td>
<td>Tech incubator and internet safety</td>
</tr>
<tr>
<td>Google Kaggle</td>
<td>Machine learning and data science</td>
</tr>
<tr>
<td>Google Nest</td>
<td>Smart home products</td>
</tr>
<tr>
<td>Google Fiber</td>
<td>Internet access</td>
</tr>
<tr>
<td>Google Cloud</td>
<td>Database and storage</td>
</tr>
<tr>
<td>Google Looker</td>
<td>Business and data analytics</td>
</tr>
<tr>
<td>Google TensorFlow</td>
<td>Chip technology and machine learning</td>
</tr>
<tr>
<td>Google Sensorvault (internal)</td>
<td>Database and storage</td>
</tr>
<tr>
<td>Google WebPass</td>
<td>Internet access: satellite ground stations to customers</td>
</tr>
<tr>
<td>GV</td>
<td>Finance</td>
</tr>
<tr>
<td>Deep Mind</td>
<td>Machine learning and AI</td>
</tr>
<tr>
<td>Intrinsic</td>
<td>Software for industrial robots</td>
</tr>
<tr>
<td>Isomorphic Labs</td>
<td>Deep Mind application to drug discovery</td>
</tr>
<tr>
<td>Sidewalk Labs</td>
<td>Tech infrastructure and climate-positive infra-structure</td>
</tr>
<tr>
<td>Verily</td>
<td>Health, life sciences, and biotech</td>
</tr>
<tr>
<td>Waymo</td>
<td>Autonomous vehicles</td>
</tr>
<tr>
<td>Wing</td>
<td>Drone delivery</td>
</tr>
<tr>
<td>X</td>
<td>Research and development</td>
</tr>
</tbody>
</table>

Source: Company home pages, accessed 2 Sept 2022. For a full list of these sources, please contact the author or the International Affairs editorial office.
Virtual sovereignty?

Frances Haugen, a former Facebook manager, testified to the profit-making machine-learning models that ‘amplify division, extremism, and polarization’. Economic incentives for users of smart devices to stay online and use apps to divulge maximum information for ‘panoptic sorting’ are profitable for businesses and advertisers, as is the escalation of seditious and incendiary content, and the consumers’ emotional hunger for more celebrities and social influencers. The legitimacy of state sovereignty, established via a social contract and involving the relinquishment of some individual freedoms for security and public services, is eroded and, in part, replaced by virtual sovereignty, the legitimacy of which is not established by commercial contracts between digital platforms and individual consumers. The purpose of the social contract in legitimizing state sovereignty is transcended. Services provided by digital platforms are not transparent, contestable or accountable. There is no digital equivalence of the legitimacy of state sovereignty in the social sources of power.

Private internet capital in the United States exercises extractive power by financing the rapid accumulation, storage and real-time commercial extraction, or commodification, of big data. Digital platforms micro-target individual consumer tastes and desires, shaping consumption patterns and spatial connections in real time on a society-wide scale. How, by whom, and what technology is used in the United States to shape and reshape the behaviour of surveilled consumers? At an individual level, protection of individual rights requires not only shelter from data collection but also protection from biases and value judgements inherent in the algorithms running the surveillance system. Informed consent cannot be given because digital trends are largely unseen and unfelt by consumers, requiring critical epistemic examination of the ‘surveillant assemblage’ which produces a ‘data derivative’ or ‘shadow self’. This ‘performativity’ is also known as the decontextualization of the self from the meaning of ‘real lives’. Big data
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69 Statement of Frances Haugen, United States Senate Committee on Commerce, Science and Transportation, 4 Oct. 2021.
is sought by companies which create personalized predictive profiles to ‘actuate’
behaviour by nudging, herding and manipulating. Further complicating the issue
of human comprehension of the shaping effects of technology and assemblages
is the effect of cognitive decline induced by addiction to smart device use itself. 78

In a key 2014 study, Facebook (now Meta) data scientist Adam Kramer and his
co-authors claimed ‘that emotions expressed by others on Facebook influence our
own emotions, [and] constitute experimental evidence for massive-scale conta-
gion via social networks’. 79 Publication of this research by the Proceedings of the
National Academy of Sciences was followed by a statement of editorial concern.
It noted that, although Facebook’s data collection was legally ‘consistent with
Facebook’s Data Use Policy, to which all users agree prior to creating an account,
constituting informed consent for this research’, it nonetheless ‘may have involved
practices that were not fully consistent with the principles of obtaining informed
consent and allowing participants to opt out’. 80 Facebook revealed a desire for,
and claim to, not only a capacity to shape emotion and behaviour, but also the
forfeiture of individual rights through onerous terms and conditions.

The success of this business model requires normalization of online addictive
behaviour. 81 Hartzog argues digital technology is not value-neutral and that
‘design decisions’ are extraordinarily powerful, particularly as they are informed
by risk-taking innovation and experimentation. 82 In 2010, for example, Facebook
conducted unpublished micro-targeted advertising experiments on 61 million users
in order to maximize profits from advertising on individually targeted news feeds. 83
This online ‘ad tech’ ecosystem is key evidence of the exercise of infrastructural
power by digital platforms. Their monopolistic practices leverage network effects
on individual choices to curate the information environment in ways unseen by
the consumer. Abuses of monopoly power amount to an unprecedented capacity
to dominate not only the online advertising marketplace, but also consumers’
access to information flows. 84 Google defended its practices and rejected concerns
over privacy, though the veracity of its defence was undermined in 2016 when it
was exposed violating what it claimed it was offering protection against. 85

Google and its parent company Alphabet exhibit monopolistic tendencies
across markets with hitherto unexamined implications for the state of liberal
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democracy in the United States. The 2020 *Investigation of competition in digital markets* concludes its section on Google by stating that, ‘absent interventions, the barriers to entry and network effects in this market mean there is a high potential for single-homing and an overall concentrated market’. The report states simply in its overall findings that ‘Google increasingly functions as an ecosystem of interlocking monopolies’, in clear breach of anti-trust laws. Facebook (prior to its rebranding as Meta) similarly accrued influence by stealth over the global information environment of some 1.79 billion daily users in 2019, if not in plain sight then via the manipulation of holes in the state’s laws and regulations. The 2020 House report stated that Facebook ‘maintained its monopoly through a series of anticompetitive business practices’, adding that the absence of competition resulted ‘in worse privacy protections for its users and a dramatic rise in misinformation on its platform’.

As social networks became the primary way for consumers to communicate, especially for the generation of ‘digital natives’, Facebook’s monopoly delivered several auxiliary advantages. Accruing increasingly detailed psychographic dossiers on its users while pretending to value their privacy, Facebook leveraged its status as the dominant social platform to sell access to its consumers to an ecosystem of data brokers hungry for personal data and unscrupulous about the privacy invasions that access entailed. Facebook’s infamous experiment on user emotions demonstrates the extent of the closed information loop it knew it was building.

Extractive power, digital disruption and foreign interference

One of the attributes of sovereign power and control is the capacity to maintain autonomy and exclude the social and political influence of foreign actors. Digital disruption in times of international uncertainty affects the state’s extractive power: its ability to gain consent from, and transmit commands to, civil society. The US state is vulnerable not only to hostile foreign actors, but also to disaffected domestic actors using digital platforms and social media to launch socio-cognitive attacks against the state’s legitimacy. The state’s vulnerabilities to the power of the digital platforms are highlighted by its inability either to successfully prosecute a non-partisan case for Russian interference in the 2016 presidential election, or to close the bipartisan divide over the insurrection on 6 January 2021. In both examples, the state’s liberal democratic resilience was weakened.
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Hostile actors are intent on disrupting and redistributing power in the United States by exploiting the alleged ‘technical neutrality’ and political agnosticism of US digital platforms.93 Such actors use the critical technologies of the digital platforms to amplify a raft of domestic social and political problems besieging the United States,94 which the state demonstrates little capacity to counter, let alone control. Liberal democratic resilience is weakened further, as is the state’s capacity to extract consent and transmit command. Moreover, as the US state’s capacity to exercise infrastructural power at home is challenged, so too is its capacity to sustain the capacity to legitimately project outward-facing structural power as a global power. Rebecca Hersman provides a pertinent example of how strategic stability could be compromised in the nuclear age.95

Russia’s strategic and tactical information, or hybrid, warfare, was first deployed against its borderlands before being conducted against a vulnerable United States in 2016.96 DiResta and colleagues stated in testimony to Congress that Russia used a suite of tactics to influence US politics, from human exploitation tradecraft to narrative laundering.97 The US state’s capacity to govern its territorially bounded population was weakened by foreign troll farms creating ‘alternative facts’, and domestic social media influencers complaining about the ‘deep state’ and ‘fake news’. Trust in information, except in the echo chambers of an individual’s preferred choice of information sources, was eroded. General Paul Nakasone, Director of the National Security Agency and Chief of Cybersecurity Command, argued that ‘corrosive threats with strategic effects’ during the Trump administration included disruption of state power in the form of manipulation of the expressed will of the people in elections; access to personal identity information; and intellectual property theft.98 The US House Intelligence Committee concluded that Russia’s
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Internet Research Agency (IRA) noted similar concerns and the ‘exposure of IRA content to more than 126 million Americans’ via Facebook, and 288 million impressions (numbers of people who have seen the tweet) of Russian bot tweets on Twitter.99

The challenges for the state’s control over the exercise of extractive power are understood by sections of the US administration. Choucri and Clark argue that the US state is attempting to realign the exercise of infrastructural power with its national security interests. They argue:

This autonomy and power of the private sector all but assures that the state system anchored in sovereign authority will make every effort to redress or to ‘rectify’ a seeming anomaly in international relations—that is by reasserting the dominance of state sovereignty over cyber matters.100

As hostile foreign actors exacerbated domestic socio-cognitive vulnerabilities by engaging in society-centric digital disruption, the US Congress endeavoured to reassert the state’s extractive power.101 To this end, in 2018 the United States attempted to call the digital platforms to account in congressional hearings.102 Consideration was given in a draft of the 2022 Digital Platform Commission Act to increasing oversight and regulation of the digital platforms, as it was in the American Data Privacy and Protection Act, and a number of specific anti-trust bills, including the Open App Markets Act and the American Choice and Innovation Online Act. While the US state will always attempt to hold challenges to its authority and control to account,103 its attempts after 2015 to bring the digital platforms to account were not convincing. Even if legislation with the aim of doing so is enacted, questions remain about the effectiveness of any new state regulatory oversight.

We also note that the US digital actors are dependent on global supply and value chains, often in financial partnerships, technology-sharing arrangements and consortiums, sometimes with state-owned and private corporations of declared strategic competitors. The business models of private internet capital which finance US digital platforms resemble what Seabrooke and Wigan describe as the often stealthy practices of global ‘wealth chains’, which they as ‘linked forms of capital seeking to avoid accountability during processes of pecuniary wealth creation’, concluding that they are ‘articulated not only through cartographic and sovereign spaces’, but also through hybrid financial products.104 We extend...
their concept to include the digital stack as a non-‘cartographic and sovereign space’. Similarly, we extend Weiss and Thurbon’s conclusion that globalization of intellectual property rights and patents diluted the domestic sources of US infrastructural power in relation to the role of private internet capital and the digital platforms, enabling the latter to bypass the national security interests of the United States when commercially advantageous to do so. The state’s legal monopoly over territorial sovereignty is challenged.

**Transformative power and the digital platforms**

Weiss and Thurbon describe the relationship between state and corporate actors as one of ‘governed interdependence’. The question is whether the digital platforms’ exercise of extractive power enables them also to exercise a degree of the state’s transformative power and thus a degree of virtual sovereignty. At the outset of the post-Second World War era, the US state consolidated its hegemonic position globally through control and management of technological innovation in what Weiss describes as ‘spin around relations’ with the private sector. Over the subsequent decades of the Cold War, the state provided capital, project management, sponsorship and, by dint of the national security state, vast resources, linking universities with intelligence agencies to generate and commercialize technological innovation. Yet by 2018, the private corporate sector’s share of US research and development (R&D) exceeded the historically dominant share of the national security state by a factor of three. The private corporate sector’s share of R&D was even greater in the military-industrial complex.

Digital platforms exercise aspects of transformative power to command and control change in the digital economy, at the partial expense of the national security state. Lewis argues that ‘commercial incentives and national security needs usually do not line up’. From the late 1980s, private companies, beginning with AOL and Altavista, then Google, Meta, Apple and Amazon, garnered the controlling power of innovation in the digital stack. While Silicon Valley benefited initially from the state’s financial backing, including ideas for the World Wide Web, the Defense Advanced Research Projects Agency (DARPA) and the governance of global wealth chains, Review of International Political Economy 21: 1, 2017, pp. 257, 261.
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National Science Foundation to give assistance to Sergey Brin and Larry Page’s Google, private internet capital eventually replaced state-dominated funding for emerging digital technologies. Potentially lucrative business models for commercial exploitation of the global digital economy attracted substantial private internet capital in digital platforms without the state as incubator and beneficiary client. Webb also argues a lack of technological expertise in the digital economy within successive US Administrations, and Congress after 2000 contributed to the failure of the US state to respond to the advocacy of the digital platforms for ‘permission-less innovation’. The digital platforms, financed by private internet capital, grew their capacity to exercise structural power because high-tech domestic manufacturing was offshored to global supply chains, in the form of ‘transacted forms of capital operating multi-jurisdictionally for the purposes of wealth creation and protection’. The state then became more vulnerable to digital disruption and complex technological and financial interdependencies among de-territorialized digital platforms.

The national security state also became concerned about the erosion of reciprocal public/private relationships. In 2018, then Chairman of the Joint Chiefs of Staff, Joseph Dunford, argued that tech companies needed to review their interest and work with the military because the US industrial base and human capital were the primary sources of the state’s ‘competitive advantage’. In 2019, citing Project Maven, the Pentagon’s AI Algorithmic Warfare project, as an example of the depth of the public/private breakdown, Lieutenant General John Shanahan, Director of the Joint Artificial Intelligence Center, argued that:

Maven underscores just how deep the chasm is between the commercial tech community and the AI capabilities of DoD and our traditional defense industrial base. This is nearly a complete reversal from how we operated over the previous 50 years; commercial tech is far outpacing DoD’s ability to keep up … Commercial tech companies have focused on these AI long lead tasks for more nearly two decades, and they have reaped astonishing benefits … We need to spend as much time working with the National Security Innovation Base as we do with the Defense Industrial Base. It’s not one or the other. It must be both. Or we will fail.

114 Sargent, ‘US research and development funding and performance’.
An examination of Silicon Valley’s defence contracting over the period 2015–2020 reveals a variegated response to the state’s technological initiatives. While Maven is an example of military–internet capital tensions in the United States, it does not mean that relationships between defence and the digital platforms are broken. DARPA, the Defence Innovation Unit, AFWERX and Futures Command actively sponsor ideas in conjunction with the digital platforms. A prospective contract in 2022 for the Joint Warfighting Cloud Capability, including top-secret clearance work, involved Google, Oracle, Microsoft and Amazon Web Services because the state recognized their capacity for technological innovation. Our point is not that the state has lost its capacity to exercise transformative power. State sovereignty has not been replaced. Nonetheless, our understanding of the social sources of state power, as traditionally conceived, is challenged by the new sources of social power in the digital economy. The question is the extent to which the challenges to the way we understand state sovereignty signal the emergence of what we suggest is a type of virtual sovereignty. No matter how this question is answered, it is worth asking, because any reconceptualizing of sovereignty disrupts international relations during an era of increasing geopolitical uncertainties and tension.

Virtual sovereignty? Private internet capital and the digital platforms

Let us summarize the observations about power and sovereignty in the digital age that we suggest are worthy of critical attention. Are the US digital platforms demonstrating any attributes of sovereign authority, legitimacy, power and control over the virtual territories of the digital economy? Are they exercising power as a virtual sovereign? We have suggested that they exercised extractive power and control through their ownership and control of the critical software and hardware, creating the virtual territories of the digital stack. We have also argued that the US digital platforms exercise extractive power because their smart social media devices shape individual cognition, emotions and behaviour. With respect to the attributes of authority and legitimacy, however, the digital platforms do not necessarily act with consumers’ sufficient, let alone active, consent, particularly given the absence of transparency, explainability and accountability. Onerous terms and conditions for an anxious consumer’s desire to access a digital platform’s products and services are relieved by a single click without any realization of what has been consented to. How power is exercised here in billions of individual consumer choices and whom it favours is not difficult to deduce. Lazar argues that for a state or digital platform to exercise sovereignty legitimately, citizens must
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not only give consent, but also establish that consent has been given. According to Lazar, ‘consent’s moral effectiveness depends in part on its being public; the same is true for authorization’. Any social contract between virtual sovereignty and the citizen/consumer is difficult to establish in the absence of transparent procedural legitimacy and security.

Rising economic and racial inequality in the United States, coupled with public debt of more than US$22 trillion in 2019, diminished civil confidence in the legitimacy of the state. Belief in liberal democracy was questioned on social media. The ensuing polarization of politics exacerbated congressional partisanship to the strategic advantage of foreign adversaries. Rodrik argues that widening socio-economic gaps produced by neo-liberal hyperglobalization were amplified for US citizens in social media spaces. This set the conditions, according to Rodrik, for the post-2016 populist political backlash in the United States, which first elected Donald Trump as president and then resulted in the 6 January 2021 attack on Congress and its aftermath. For Rodrik, reducing socio-economic gaps requires the US state to commit to the ‘domestic sphere in the policy hierarchy’ and ‘demote the international’ at a time when the state’s capacity to do so is declining and the demands of the ‘international’ are growing. Given the transformative power exercised by digital platforms, the question is whether the state exercises sufficient extractive power to do so in the digital stack.

The answer to that question appears to be no, because the digital platforms, for commercial gain, enable hostile foreign and domestic actors to conduct influence and interference campaigns. Furthermore, they are also driven by commercially motivated business models to buy and sell technology and data to private companies and state-owned enterprises in global supply chains regardless of strategic competition or ill-intent against the United States. The platforms exercise infrastructural power in both aspects by monopolizing the accumulation of big data in real-time cloud storage in digital ‘panopticon’ and ‘chokepoint’ forms beyond the geopolitical norms of the Westphalian territory-centric global order. Though the digital platforms defend user rights against state regulation and ‘interference’, Scott concludes that traditional distinctions between public and private power are blurred when private actors are ‘seeing like a state’.

With respect to transformative power specifically, private internet capital’s support for start-ups and the digital platforms’ commitment to large commercial research budgets far outweigh those of the US state, even in the fields of national defence and security. In some key areas, the US state has relinquished much

of its interest in and capacity to initiate and sponsor technological innovation. In 2019, the Trump administration’s Deputy Assistant for Technology Policy, Michael Kratsios, declared the ‘neutrality’ of digital platforms by arguing that the ‘best way forward for America was for Silicon Valley to chart its own course independently without government intervention’. The presence of powerful former digital platform executives in US government administrations blurs the lines between the power of private international capital and the interests of the state.

All of this stands in direct contrast to US international leadership during the Cold War after 1945. At this time, hegemony was supported and sustained by corporate America’s industrial and financial enhancement of the state’s diplomatic and military power, forging a symbiotic relationship of mutual dependence and benefit. Since the dawn of the digital age, the power and profits of US corporations are secured increasingly not only by this symbiotic relationship, but also via global production and distribution chains outside US markets and beyond state regulation. Public/private relationships in the United States shifted from the state’s extractive and transformative facilitation of innovation and incubation of dual-use technologies in the service of the national security state to private internet capital which finances the digital platforms’ technological innovation in search of commercial gain.

Conclusion

We have suggested that distinctions between the infrastructural power of the sovereign state and the digital platforms in the United States are blurred in the digital economy. The digital platforms seem to acquire some of the extractive and transformative powers traditionally ascribed to the sovereign state. We accept the development of new virtual territories in a digital stack where a form of ‘virtual sovereignty’ appears to exhibit the authority and control, though perhaps not the legitimacy, associated with the US state’s exercise of infrastructural power. Digital platforms are the digital stack’s software and hardware gatekeepers and exclusive service providers. Traditional sovereignty rests on international recognition of claims to territorial monopoly and the legitimate use of violence. The business models of the digital platforms secure private internet capital’s investment in the software and hardware upon which a consumer’s smart devices and apps rely. The prospect of massive financial rewards from unregulated access to AI, the Internet
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of Things, big data and cloud storage lies beyond the sovereign state’s monopoly over regulation and control in the service of national security.

US digital platforms and the private internet capital supporting them influence individual consumer cognition and behaviour in profound ways through the command of innovation, unchecked violations of individual privacy, and real-time collection and purchase by intermediaries of big data then offered for sale to willing advertisers and social influencers. With private internet capital’s investment in the platform’s capacity to extract and distribute big data comes the capacity for malicious domestic and foreign actors to undermine civil society’s consent for state legitimacy. Governance is made more complex by the increasing power of private internet capital and the digital platforms, though we are not arguing that the US state has ceded sovereignty. The US state remains powerful, and the extent to which the digital platforms have acquired legitimacy and authority, which an understanding of sovereignty demands, remains open to debate, given deficiencies in virtual sovereignty’s consent, accountability and transparency in the United States.

We strongly suggest further research is carried out into the idea of virtual sovereignty across different types of states in international society. Given that the US state’s legitimacy and resilience as a liberal democracy are challenged by hostile domestic and foreign actors, studies of how China and other states operate in the global digital economy to exercise infrastructural and ‘outward-facing’ power with different political and social arrangements are timely. Such studies are likely to have profound implications for understanding sovereignty and power in international society.