Learning of Individual Sensorimotor Mapping to Form Swarm Behavior from Real Fish Data
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Abstract

Swarms of birds and fish produce well-organized behaviors even though each individual only interacts with their neighbors. Previous studies attempted to derive individual interaction rules using heuristic assumptions from data on captured animals. We propose a machine learning method to obtain the sensorimotor mapping mechanism of individuals directly from captured data. Data on swarm behaviors in fish was captured, and individual positions are determined. The sensory inputs and motor outputs are estimated and used as training data. A simple feedforward neural network is trained to learn the sensorimotor mapping of individuals. The trained network is implemented in the simulated environment and resulting swarm behaviors are investigated. As a result, our trained neural network could reproduce the swarm behavior better than the Boids model. The reproduced swarm behaviors are evaluated in terms of three different measures, and the difference from the Boids model is discussed.

Introduction

When many individuals get together, the group shows surprisingly united and coordinated behaviors as if the group behaves like a single unit. The question regarding how the united and coordinated swarm is created from individual local interactions has attracted attention from many scientists for a long time. Recently, real data from individuals forming swarms became available thanks to technological developments and increased computation power, which facilitates collection and tracking of behavior of individuals in a swarm. Those data are very useful for understanding how the swarm behaviors are built and maintained from each individual perspective (Ballerini et al., 2008), to derive individual interaction rules for real animals (Tien et al., 2004; Lukeman et al., 2010; Herbert-Read et al., 2011; Katz et al., 2011) and to build statistical mechanics model to bridge the gap between micro and macro behaviors (Bialek et al., 2012, 2014).

If it is possible to derive complete individual interaction rules for real animals, then we might apply those findings to multiple-robots controllers that can establish coordinated behaviors working like a single unit. And also, we could build hybrid alife system consisting of real swarming animals and artificial agents controlled by the derived interaction rules. The approach becomes popular to understand animal behaviors (Butail et al., 2013; Worm et al., 2017) and the interaction rules make it possible to perform more dynamic experiments than using predefined or playback behaviors. However, building such interaction rules actually used by animals becomes difficult without fully understanding animal cognition. To build the interaction rules, we have no choice but to use heuristic assumptions to decide what they sense, how they recognize other members of the swarm, and how they react. This is similar to good old fashioned artificial intelligence (GOFAI). To develop an intelligent model that can recognize the world, we need to prepare representations as symbolic units of knowledge. With the GOFAI-type approaches, the realized intelligence or swarm behaviors must be limited to pre-defined assumptions.

In contrast to this approach, embodiment and situatedness is a complementary approach, where life-like behaviors including intelligence can be realized in the flow of sensorimotor coordination through interaction with an environment without predefined knowledge (Varela, 1979; Brooks, 1991; Harvey et al., 1997; Pfeifer and Scheier, 2001). Our idea is that the embodiment approach also should be used to describe swarm behaviors. The interaction rules are not defined in advance. Rather, they are obtained as sensorimotor flows of individuals behaviors within a swarm. We use an artificial neural network to determine the interaction rules. The neural network learns the sensorimotor mapping of individuals that participate in real swarms.

Our final goal is to learn and obtain the interaction rules from real swarm behaviors using an artificial neural network, to reproduce swarm behavior where individuals are controlled by the trained neural network, and to understand how swarms are organized and maintained dynamically. As a first attempt, we examine whether the neural network can learn sensorimotor mapping from interactions between individuals and test if swarm behaviors reproduced by the trained network are similar to the real swarm behaviors in this paper. As an evaluation of swarm behavior, we de-
fine three swarm characteristics and compare the reproduced swarm with the original swarm and the conventional Boids model (Reynolds, 1987). In the experiment, swarm behaviors in fish are captured and used for learning and evaluation.

Data from fish

12 African lampeyes (Aplocheilichthys normani) were used as the target fish swarm. The lampeye is a kind of medaka, which is known as a fish that forms a swarm and act depending on visual cues (Imada et al., 2010).

Data collection

Behavioral data were obtained from movements of 12 lampeyes recorded with a camera fixed (Fig. 1 left). The lampeyes were allowed to move around in a styrofoam box. The styrofoam box was filled with shallow water to restrict the motion of lampeyes in two dimensions. Recording was performed for 10 minutes at 15 frames per second (9,000 frames in total), and the resolution of the video was 640 × 480 pixels. After recording, all video frames were expanded to 960 × 720 pixels for detection and tracking processes.

The actual area where individuals could move around is \( W = 615 \times H = 435 \) pixels in the converted video. Individual lampeyes never moved outside of this area.

The position and velocity of each individual at the \( t \)-th frame were obtained as follows:

1. Converting the \( t \)-th frame to a binary image. Because the background of the box is white, the lampeyes can be detected as black objects.
2. Calculating the center position of each black area at the \( t \)-th frame (Fig. 1 right).
3. Applying the above two operations to the \( t+1 \)-th frame and calculating the displacement vector between them. This vector represents the \( t \)-th velocity of the individual (Fig. 2).

If the number of detected individuals was less than 12 due to missing or overlapping individuals, the frame was omitted. Only clean consecutive data were used. Eventually, the number of effective frames was 6,012, which corresponds to about 400 seconds of data. Because there were 12 individuals in each frame, we obtained 72,144 \((12 \times 6,012)\) data points describing individual behavior.

Neural network model

To investigate how individuals react, we propose a neural network be used to determine individual interaction rules and to learn how individuals react to each other.

Structure of neural network

A simple feedforward neural network was trained to obtain sensorimotor mapping of individuals that exhibit swarm behavior. The neural network consists of three layers (i.e., the neural network has one hidden layer), and each layer has \((l, m, n) = (20, 64, 2)\) neurons, respectively. All nodes between layers are fully-connected.

The network receives information on the three nearest neighbors, its own velocity, and the distance to the chamber walls. It senses the position and velocity of each neighbor. For the neural network to be sensitive to distance, the positions are given by polar coordinates, and velocities are given by vectors. It should be noted that identity detection of neighbors was not performed. The set of inputs for each individual were sorted in terms of the distances, and the inputs for the three nearest neighbors are given to the network in order. The input nodes for a given individual information changes if the distance order changes. The network can sense its own velocity vectors as well. The wall information is also provided to the network. The network can sense the distance to the nearest wall \(\left(\frac{1}{t+\gamma}\right)\) and the angles \(\left(\frac{1}{t+\sin \gamma} \text{ and } \frac{1}{t+\cos \gamma}\right)\) (Fig. 3). Those inputs become zero if the position is far from wall. In total, the number of input nodes was 20 (= 15 for the three nearest neighbors, 3 for the nearest wall and 2 for its own velocity).

The outputs from the nodes in the hidden and output layers can be calculated as follows:

\[
h_j = f\left(\sum_{i=1}^{l} v_{ji} x_i + a_i\right)
\]
where \( x \) is the set of inputs, \( y \) is the set of final outputs from the network, \( v_{ji} \) and \( w_{kj} \) represent weights, and \( a_i \) and \( b_j \) represent biases. \( f(\cdot) \) is the rectified linear units (ReLU) function and \( g(\cdot) \) is the identity function. The network outputs a set of velocity vectors, which cause the position changes for the next time step.

Because the neural network is just a simple feedforward network, it calculates the subsequent movements from the current information for an individuals neighbors. The training data consists of the position and velocity of each neighbor, an individuals own velocity, and the distance from the chamber walls as inputs. The motion over the next time step is estimated from the captured data. We assumed that all individuals share the same neural network, and the behavior of all captured individuals was used as training data for the neural network. After preparing the training data, the neural network was trained using the backpropagation method with the mean square error function. The code for capturing images and training the network were implemented in OpenCV and TensorFlow.

**Training results**

Training data were supplied to the neural network repeatedly. An epoch is defined as a single iteration of training over the entire set of training data. The order of training data were randomized at every epoch, and the network was updated every 100 mini-batches. Figure 4 shows the errors during training. The errors decreased gradually, and the network was successfully trained to produce each subsequent motion from the set of given inputs. However, what is shown with changes in errors is that the neural network can output subsequent with smaller errors at successive time steps. It does not necessarily mean that all individuals are controlled by the trained neural network can show swarm behaviors like a real swarm.

**Reproducing swarm behaviors**

After training the neural network, we simulated the swarm behavior consisting of individuals controlled by the neural network. The number of individuals \( N \) was set to 12. All individuals used the same trained neural network. At the beginning, random initial positions were provided to individuals. The input values for each individual were calculated from local information at every time step. Those inputs were supplied to the network, and the motion of each individual was obtained from the outputs of the network. The resulting behaviors of all individuals were obtained by repetition. The area where individuals can move was set to 615 × 435, which is nearly the same size as the area where lampeyes were allowed to move in the converted video. When and individual was predicted to move outside this area, the velocity was simply reversed.

**Evaluation of swarm behavior**

To investigate whether the swarm controlled by the trained neural network can successfully reproduce the original swarm, it is necessary not only to observe the actual behavior but also to compare the predicted swarm characteristics. There is no common consensus regarding which method should be used to evaluate real swarm behaviors. However, there are some basic methods for characterizing swarm behavior by calculating the position and velocity for each individual (Viscido et al., 2004; Gautrais et al., 2012). In this study, we use the following three similar measures, i.e., \( D_{\text{com}} \), \( D_{\text{min}} \), and \( \Phi \), to evaluate swarm behaviors:

\[
D_{\text{com}}^t = \frac{1}{N} \sum_{i=1}^{N} p_{i}^t
\]

\[
D_{\text{com}}^t = \frac{1}{N} \sum_{i=1}^{N} |C^t - p_i^t|
\]
where \( N \) is the number of individuals in the swarm. \( D_{com} \)
becomes small when the swarm moves as a single group and
becomes large as individuals in the swarm move indepen-
dently.

\( D_{min} \) is the average distance to the nearest individual. If
the position of the nearest individual is \( m_i \), then \( D_{min} \) can
be expressed as:

\[
D_{min}^t = \frac{1}{N} \sum_{i=1}^{N} |m_i^t - p_i^t|
\]

\( D_{com} \) evaluates the cohesiveness as a single large group,
while \( D_{min} \) evaluates the cohesiveness regardless of the
number of groups.

\( \Phi \) represents the agreement level of the direction of the
entire swarm, which is described as:

\[
\Phi^t = \frac{1}{N} \sum_{i=1}^{N} \frac{\vec{v}_i^t \cdot \vec{v}_i^t}{|\vec{v}_i^t|^2}
\]

\( \Phi \) approaches 1 when all individuals face the same direction,
and 0 when all individuals face different directions \((0 \leq \Phi \leq 1)\).

**Boids model for comparison**

Reynolds proposed the Boids model, which simulates the
swarm behavior of birds (Reynolds, 1987). Each individual
decides how to move based on local information using sim-
ple rules. Despite the fact that all individuals are controlled
by these rules in a local manner, the results show that the
swarm behaves similar to a real swarm. The swarm behavior
reproduced by the trained neural network is evaluated by
comparing with results from the Boids model.

In the boids model, each individual moves based on the
following three simple rules. (1) Cohesion: each individ-
ual moves toward the center of its neighbors, (2) Separation:
each individual moves away from its neighbors to avoid col-
lision, and (3) Alignment: each individual moves to align
with the average heading of its neighbors. The parameters
used in the Boids model are manually adjusted to fit \( D_{min} \)
observed for real fish.

**Results**

Figure 5 (a), (b), and (c) show example trajectories for real
fish (i.e., lampeyes), individuals controlled by our trained
neural network, and Boids rules, respectively. Real fish ex-
hibited jerky motion, but individuals formed a swarm rather
than moving on their own. The example shows results when
a single swarm was divided into two subgroups. In the
behaviors reproduced by our trained network, the results
also showed an aggregation tendency, and the swarm moved
around as a single unit. However, the swarm was sometimes
divided into two groups. The example trajectory shows the
division. The swarm was divided into two groups at the left

![Figure 5: Example trajectories of (a) lampeyes, (b) individuals controlled by our trained neural network, and (c) Boids models (circle → square)](image-url)
number of individuals (Ikegami et al., 2017).

The time evolution of three characteristics described in the above are shown in Fig. 6 to clarify the difference of between swarm behaviors. In the lampeye swarm, $D_{\text{com}}$ oscillated up and down greatly while $D_{\text{min}}$ remained small with smaller variances. Those characteristics are also observed in our reproduced behaviors. On the other hand, the evaluation measures of the Boids model became much more stable than the remaining measures. The polarities $\Phi$ for real fish and our reproduced behaviors often broke down, but they recovered immediately. The Boids model is too stable, and the polarity rarely broke down. These results suggest that our trained neural network could reproduce the swarm behaviors better than the Boids model. The primary difference is the instability of the swarm. Actually, Hartman and Benes (2006) extend the Boids model by introducing a separation power called leadership as a swarm instability in their model.

It is known that there is a correlation between group speed and polarity in real fish swarms (Viscido et al., 2004). To evaluate our trained neural network, correlations between group speed and the three basic measures are investigated. The group speed and the three measures are obtained by averaging over 75 steps, which corresponds to about 5 seconds of data. Figure 7 shows the correlations for a real fish swarm, the swarm behavior reproduced by our trained neural network, and Boids results, respectively.

Figure 6: Time evolution of $D_{\text{com}}$, $D_{\text{min}}$, $\Phi$ in the lampeye swarm, our reproduced swarm, and Boids.

Figure 7: Correlation between group speed and three basic measures, $D_{\text{com}}$, $D_{\text{min}}$, and $\Phi$. Red, blue and green points show the results for a real fish swarm, the swarm behavior reproduced by our trained neural network, and Boids results, respectively.
What is the difference in swarm behavior between our model and the conventional Boids model? Because the boids model is too stable without external perturbations as we show, we added noise to the Boids model as an external perturbation. Noise was added to the motion for each individual. Figure 8 shows $D_{com}$, $D_{min}$, and $\Phi$ when noise was added to the Boids model. The $D_{min}$ results show better agreement with the real fish results, but $D_{com}$ and $\Phi$ show less agreement. Thus, the simple instability produced by noise did not improve the Boids model. In other words, our trained neural network could obtain not simple instability of swarm behavior.

CONCLUSIONS

In this paper, we proposed a machine learning method that can be applied to describe the behavior of real fish, and we show that the trained neural network could learn sensorimotor mapping of individuals from data on real fish. In our model, we assume that all individuals share the same feedforward neural network, but individuals must have different identities to demonstrate a tendency for some individuals to act as leaders or followers. Such a variety causes different information to flow in the swarm. If we can track the behavior of real individuals at all times, it is possible to train each network to obtain the sensorimotor mapping of each individual or to train a recurrent network to have memories. Our machine learning method can be a powerful tool to analyze and understand the behavior of more complicated swarms.
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